1 Introduction

Machine vision is one of the key technologies in
manufacturing because of increasing demands on
the documentation of quality and the traceability
of products. It is concerned with engineering sys-
tems, such as machines or production lines, that
can perform quality inspections in order to remove
defective products from production or that control
machines in other ways, e.g., by guiding a robot

during the assembly of a product.

Some of the common tasks that must be
solved in machine vision systems are as follows

(Fraunhofer Allianz Vision, 2003):

e Object identification is used to discern differ-
ent kinds of objects, e.g., to control the flow
of material or to decide which inspections to
perform. This can be based on special identi-
fication symbols, e.g., character strings or bar
codes, or on specific characteristics of the ob-

jects themselves, such as their shape.

e Position detection is used, for example, to
control a robot that assembles a product by
mounting the components of the product at
the correct positions, such as in a pick-and-
place machine that places electronic compo-
nents onto a printed circuit board (PCB). Po-
sition detection can be performed in two or
three dimensions, depending on the require-
ments of the application.

e Completeness checking is typically performed

after a certain stage of the assembly of a pro-

1.

BT

H 00 7 B e S T IR

SR SRR, HLERALSE E K
NP R RBIARZ — FENLAR
o B by LA AL RT ARSI iy
JrE LMECR AN SR iR, B 4
LA N SE AR AR, Rk, HLEE
L5 A R VIR K

A LA L A8 25 L

2R 2805 5 AT 4 (Fraunhofer
Allianz Vision, 2003).

H RS UM IR B9 AN 7] F) 4 00
Podo LE gy 2 o s AR A
[ H AR BEAT AN [ (e der it o R0 W]
PABE TR R K UM I, Ly
PEH S A5 B ) A (R TR S5
Rtk

RLERI: ORI AAEA
B e R P e PR LA TR 2
IR B W HUt 2 K oo 4%
PEIBCE B ED R (PCB) _E
WIIERALE MY AN RN, A7
R ny LU ek = 4k

SEREPEAT I - 385 T e it
T3 EB B . ol o s



2 1 Introduction

duct has been completed, e.g., after the com-
ponents have been placed onto a PCB, to en-
sure that the product has been assembled cor-
rectly, i.e., that the right components are in

the right place.

e Shape and dimensional inspection is used to
check the geometric parameters of a product
to ensure that they lie within the required tol-
erances. This can be used during the produc-
tion process but also after a product has been
in use for some time to ensure that the prod-
uct still meets the requirements despite wear

and tear.

e Surface inspection is used to check the surface
of a finished product for imperfections such as

scratches, indentations, protrusions, etc.

Figure 1.1 displays an example of a typical
machine vision system. The object (1) is trans-
ported mechanically, e.g., on a conveyor belt. In
machine vision applications, we would often like
to image the object in a defined position. This re-
quires mechanical handling of the object and often
also a trigger that triggers the image acquisition,
e.g., a photoelectric sensor (4). The object is illu-
minated by a suitably chosen or specially designed
illumination (3). Often, screens (not shown) are
used to prevent ambient light from falling onto
the object and thereby lowering the image quality.
The object is imaged with a camera (2) that uses
a lens that has been suitably selected or specially
designed for the application. The camera delivers
the image to a computer (5) through a camera—
computer interface (6), e.g., a frame grabber. The

device driver of the camera—computer interface as-
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sembles the image (7) in the memory of the com-
puter. If the image is acquired through a frame
grabber, the illumination may be controlled by the
frame grabber, e.g., through strobe signals. If the
camera—computer interface is not a frame grab-
ber but a standard interface, such as IEEE 1394,
USB, or Ethernet, the trigger will typically be con-
nected to the camera and illumination directly or
through a programmable logic controller (PLC).
The computer can be a standard industrial PC
or a specially designed computer that is directly
built into the camera. The latter configuration is
often called a smart camera. The computer may
use a standard processor, a digital signal processor
(DSP), a field-programmable gate array (FPGA),
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4 1 Introduction

or a combination of the above. The machine vi-
sion software (8) inspects the objects and returns
an evaluation of the objects (9). The result of the
evaluation is communicated to a controller (11),
e.g., a PLC or a distributed control system (DCS).
Often, this communication is performed by digital
input/output (I/O) interfaces (10). The PLC, in
turn, typically controls an actuator (13) through
a communication interface (12), e.g., a fieldbus or
serial interface. The actuator, e.g., an electric mo-
tor, then moves a diverter that is used to remove

defective objects from the production line.

As can be seen from the large number of
components involved, machine vision is inherently
multidisciplinary. A team that develops a ma-
chine vision system will require expertise in me-
chanical engineering, electrical engineering, opti-

cal engineering, and software engineering.

To maintain the focus of this book, we have
made a conscious decision to focus on the aspects
of a machine vision system that are pertinent to
the system until the relevant information has been
extracted from the image. Therefore, we will forgo
a discussion of the communication components of
a machine vision system that are used after the
machine vision software has determined its eval-
uation. For more information on these aspects,
please consult Caro (2003); Berge (2004); Maha-
lik (2003):

In this book, we will try to give you a solid
background on everything that is required to ex-
tract the relevant information from images in a
machine vision system. We include the informa-
tion that we wish someone had taught us when

we started working in the field. In particular,
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we mention several idiosyncrasies of the hardware
components that are highly relevant in applica-
tions, which we had to learn the hard way.

The hardware components that are required
to obtain high-quality images are described in
Chapter 2:

camera—computer interfaces.

illumination, lenses, cameras, and
We hope that, af-
ter reading this chapter, you will be able to make
informed decisions about which components and

setups to use in your application.

Chapter 3 discusses the most important algo-
rithms that are commonly used in machine vision
applications. It is our goal to provide you with a
solid theoretical foundation that will help you in
designing and developing a solution for your par-

ticular machine vision task.

To emphasize the engineering aspect of ma-
chine vision, Chapter 4 contains a wealth of ex-
amples and exercises that show how the machine
vision algorithms discussed in Chapter 3 can be
combined in non-trivial ways to solve typical ma-

chine vision applications.
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2 Image Acquisition

In this chapter, we will take a look at the hard-
ware components that are involved in obtaining
an image of the scene we want to analyze with
the algorithms presented in Chapter 3. Illumina-
tion makes the essential features of an object visi-
ble. Lenses produce a sharp image on the sensor.
The sensor converts the image into a video signal.
Finally, camera—computer interfaces (frame grab-
bers, bus systems like USB, or network interfaces
like Ethernet) accept the video signal and convert

it into an image in the computer’s memory.

2.1 Illumination

The goal of illumination in machine vision is to
make the important features of the object visible
and to suppress undesired features of the object.
To do so, we must consider how the light interacts
with the object. One important aspect is the spec-
tral composition of the light and the object. We
can use, for example, monochromatic light on col-
ored objects to enhance the contrast of the desired
object features. Furthermore, the direction from
which we illuminate the object can be used to en-
hance the visibility of features. We will examine

these aspects in this section.

2.1.1 Electromagnetic Radiation

Light is electromagnetic radiation of a certain
range of wavelengths, as shown in Table 2.1.
The range of wavelengths visible for humans

is 380-780nm. Electromagnetic radiation with
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shorter wavelengths is called ultraviolet (UV) ra-
diation.  Electromagnetic radiation with even
shorter wavelengths consists of X-rays and gamma
rays. Electromagnetic radiation with longer wave-
lengths than the visible range is called infrared
(IR) radiation. Electromagnetic radiation with
even longer wavelengths consists of microwaves

and radio waves.

Monochromatic light is characterized by its
wavelength A. If light is composed of a range of
wavelengths, it is often compared to the spectrum
of light emitted by a black body. A black body
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8 2 Image Acquisition

is an object that absorbs all electromagnetic ra-
diation that falls onto it and thus serves as an
ideal source of purely thermal radiation. There-
fore, the light spectrum of a black body is directly
related to its temperature. The spectral radiance
of a black body is given by Planck’s law (Planck,
1901; Wyszecki and Stiles,1982) :

2hc?

DL A BEAEL () 20 R SR, B DA R
PO 5 O S HAEH . RO
BRI AT S W v e (Planck, 19015
Wyszecki and Stiles, 1982):

INT) =

Here, ¢ = 2.99792458 x 108 ms~! is the speed
of light, h = 6.626 0693 x 10734 Js is the Planck
constant, and k£ = 1.3806505 x 10" JK ™' is
the Boltzmann constant. The spectral radiance
is the energy radiated per unit wavelength by an
infinitesimal patch of the black body into an in-
finitesimal solid angle of space. Hence, its unit is
Wsr'm=2nm~!.

Figure 2.1 displays the spectral radiance for
different temperatures T'. It can be seen that black
bodies at 300K radiate primarily in the middle
and far IR range. This is the radiation range that
is perceived as heat. Therefore, this range of wave-
lengths is also called thermal IR. The radiation of
an object at 1000 K just starts to enter the visi-
ble range. This is the red glow that can be seen
first when objects are heated. For 7" = 3000 K,
the spectrum is that of an incandescent lamp (see
Section 2.1.2). Note that it has a strong red com-
The spectrum for T" = 6500 K is used

to represent average daylight. It defines the spec-

ponent.

tral composition of white light. The spectrum for
T = 10000K produces light with a strong blue

component.
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Because of the correspondence of the spectra
with the temperature of the black body, the spec-
tra also define so-called correlated color tempera-
tures (CIE 15:2004).

2.1.2 Types of Light Sources

Before we take a look at how to use light in ma-
chine vision, we will discuss the types of light

sources that are commonly used in machine vision.

Incandescent lamps create light by sending
an electrical current through a thin filament, typ-
ically made of tungsten. The current heats the
filament and causes it to emit thermal radiation.
The filament is contained in a glass envelope that
contains either a vacuum or a halogen gas, such
as iodine or bromine, which prevents oxidation of

the filament. Filling the envelope with a halogen
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10 2 Image Acquisition

gas has the advantage that the lifetime of the lamp
is increased significantly compared to using a vac-
uum. The advantage of incandescent lamps is that
they are relatively bright and create a continuous
spectrum with a correlated color temperature of
3000-3400 K. Furthermore, they can be operated
with low voltage. One of their disadvantages is
that they produce a large amount of heat: only
about 5% of the power is converted to light; the
rest is emitted as heat. Other disadvantages are
short lifetimes and the inability to use them as
flashes. Furthermore, they age quickly, i.e., their

brightness decreases significantly over time.

Xenon lamps consist of a sealed glass enve-
lope filled with xenon gas, which is ionized by elec-
tricity, producing a very bright white light with
a correlated color temperature of 5500-12 000 K.
They are commonly divided into continuous-
output short- and long-arc lamps as well as flash
lamps. Xenon lamps can produce extremely bright
flashes at a rate of more than 200 flashes per
second. FEach flash can be extremely short, e.g.,
1-20 ps for short-arc lamps. One of their disadvan-
tages is that they require a sophisticated and ex-
pensive power supply. Furthermore, they exhibit

aging after several million flashes.

Like xenon lamps, fluorescent lamps are gas-
discharge lamps that use electricity to excite mer-
cury vapor in a noble gas, e.g., argon or neon,
causing UV radiation to be emitted. This UV
radiation causes a phosphor salt coated onto the
inside of the tube that contains the gas to fluo-
resce, producing visible light. Different coatings
can be chosen, resulting in different spectral dis-
tributions of the visible light with correlated color

temperatures of 3000-6000 K. Fluorescent lamps
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