Chapter

What is Artificial Intelligence?

Text A

Artificial intelligence (Al), sometimes called machine intelligence,
is intelligence demonstrated by machines, in contrast to the natural
intelligence displayed by humans and other animals. In computer
science Al research is defined as the study of “intelligent agents™:
any device that perceives its environment and takes actions that
maximize its chance of successfully achieving its goals. Colloquially,
the term “artificial intelligence” is applied when a machine mimics
“cognitive” functions that humans associate with other human minds,
such as “learning” and “problem solving”.

For years, it was thought that computers would never be more
powerful than the human brain, but as development has accelerated
in modern times, this has proven to be not the case.

Al as a concept refers to computing hardware being able to
essentially think for itself, and make decisions based on the data it
is being fed. Al systems are often hugely complex and powerful,
with the ability to process unfathomable depths of information in an
extremely quick time in order to come to an effective conclusion.

Thanks to detailed algorithms, Al systems are now able to
perform mammoth computing tasks much faster and more efficiently
than human minds, helping making big strides in research and
development areas around the world.

Some of the most notable real-world applications of Al are

IBM’s Watson', which is being used to power research in a huge
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range of fields, with Microsoft’s Azure’ Machine Learning and
TensorFlow® also making headlines around the world.

But Al-powered smart assistants are becoming a common
presence on mobile devices too, with the likes of Siri, Cortana and
Alexa all being welcomed into many people’s lives.

There seems no limit to the applications of Al technologies,
and perhaps the most exciting aspect of the ecosystem is that there’s
no telling where it can go next, and what problems it may ultimately
be able to solve.

Why is artificial intelligence important?

Al automates repetitive learning and discovery through data.
But Al is different from hardware-driven, robotic automation. Instead
of automating manual tasks, Al performs frequent, high-volume,
computerized tasks reliably and without fatigue. For this type of
automation, human inquiry is still essential to set up the system and
ask the right questions.

Al adds intelligence to existing products. In most cases, Al
will not be sold as an individual application. Rather, products you
already use will be improved with Al capabilities, much like Siri was
added as a feature to a new generation of Apple products. Automation,
conversational platforms, bots and smart machines can be combined
with large amounts of data to improve many technologies at home and
in the workplace, from security intelligence to investment analysis.

Al adapts through progressive learning algorithms to let the
data do the programming. Al finds structure and regularities in data
so that the algorithm acquires a skill: The algorithm becomes a
classifier or a predictor. So, just as the algorithm can teach itself
how to play chess, it can teach itself what product to recommend next
online. And the models adapt when given new data. Back propagation®
is an Al technique that allows the model to adjust, through training
and added data, when the first answer is not quite right.

Al analyzes more and deeper data using neural networks that
have many hidden layers. Building a fraud detection’ system with
five hidden layers was almost impossible a few years ago. All that
has changed with incredible computer power and big data. You need
lots of data to train deep learning models because they learn directly
from the data. The more data you can feed them, the more accurate
they become.
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Al achieves incredible accuracy through deep neural networks—
which was previously impossible. For example, your interactions
with Alexa, Google Search and Google Photos are all based on deep
learning—and they keep getting more accurate the more we use
them. In the medical field, Al techniques from deep learning, image
classification and object recognition can now be used to find cancer
on MRIs with the same accuracy as highly trained radiologists.

Al gets the most out of data. When algorithms are self-learning,
the data itself can become intellectual property. The answers are in
the data; you just have to apply Al to get them out. Since the role of
the data is now more important than ever before, it can create a
competitive advantage. If you have the best data in a competitive
industry, even if everyone is applying similar techniques, the best
data will win.

Note:

The text is adapted from the website:
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Comprehension

Blank filling

1. Artificial intelligence (Al), sometimes called , is intelligence
demonstrated by machines, in contrast to the intelligence displayed by

humans and other animals.

2. Al research is defined as the study of “intelligent agents”: any device that perceives
its and takes actions that its chance of successfully achieving
its goals.

3. The term “artificial intelligence” is applied when a machine mimics

functions that humans associate with other , such as “learning”

and “problem solving”.

4. Al as a concept refers to computing being able to essentially think for itself,
and make decisions based on the it is being fed.
5. Thanks to detailed , Al systems are now able to perform mammoth

tasks much faster and more efficiently than human minds.
6. Al-powered smart assistants are becoming a common presence on
7. Al automates repetitive learning and discovery through
8. Al adapts through to let the data do the programming.
9. Al finds and in data so that the algorithm acquires a skill.

Content Questions

1. What is artificial intelligence?

2. In computer science Al research is defined as the study of “intelligent agents”. What does
“intelligent agents” refer to?

3. How Al is applied in the real world?

4. What is “back propagation”?

Answers

Blank filling

1. machine intelligence; natural
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. environment; maximize
. cognitive; human minds
. hardware; data

. algorithms; computing

. mobile devices

. data

. progressive learning algorithms
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. structure; regularities

Content Questions

1. Artificial intelligence (Al), sometimes called machine intelligence, is intelligence demonstrated
by machines, in contrast to the natural intelligence displayed by humans and other animals.

2. It refers to any device that perceives its environment and takes actions that maximize its
chance of successfully achieving its goals.

3. Some of the most notable real-world applications of Al are IBM’s Watson, which is being
used to power research in a huge range of fields, with Microsoft’s Azure Machine
Learning and TensorFlow also making headlines around the world.

4. Back propagation is an Al technique that allows the model to adjust, through training and

added data, when the first answer is not quite right.
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with game pieces and scratching his head. Aja Huang, the DeepMind
senior research scientist who was tasked with moving game pieces
on behalf of AlphaGo, eventually got up from his chair and walked
offstage, leaving Jie alone for a moment.

Still, it’s generally true that a human being like Jie has more
brainpower than a computer. That’s because a person can perform a
wide range of tasks better than machines, while a given computer
program enhanced with Al like AlphaGo might be able to edge out
a person at just a few things.

But the prospect of Al becoming smarter than people at most
tasks is the single biggest thing that drives debates about effects on
employment, creativity and even human existence.

Here’s an overview of what Al really is, and what the biggest
companies are doing with it.

So what is Al, really?

Given that everybody’s talking about Al now, you would think
it’s new. But the underlying techniques are not. The field got its
start in the mid-twentieth century, and one of its most popular
methods came about in the 1980s.

Al first took hold in the 1950s. While some of its underlying
concepts predate it, the term itself dates to 1956, when John McCarthy,
a math professor at Dartmouth College, proposed a summer research
project based on the idea that “every aspect of learning or any other
feature of intelligence can in principle be so precisely described that
a machine can be made to simulate it.”

In the next few years Al research labs popped up at the
Massachusetts Institute of Technology (MIT) and Stanford University.
Research touched on computer chess, robotics and natural-language
communication.

Interest in the field fluctuated over time. Al winters came in
the 1970s and 1980s as public interest waned and outside funding
dried up. Startups boasting promising capabilities and venture
capital backing in the mid-1980s abruptly disappeared, as John
Markoff detailed in his 2015 book “Machines of Loving Grace.”

There are several other terms you often hear in connection to
Al

Machine learning generally entails teaching a machine how to
do a particular thing, like recognizing a number, by feeding it a
bunch of data and then directing it to make predictions on new data.
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The big deal about machine learning now is that it’s getting
easier to invent software that can learn over time and get smarter as
it accumulates more and more data. Machine learning often requires
people to hand-engineer certain features for the machine to look for,
which can be complex and time-consuming.

Deep learning is one type of machine learning that demands
less hand-engineering of features. Often the approach involves
artificial neural networks, a mathematical system loosely inspired
by the way neurons work together in the human brain. Neuroscientist
Warren McCulloch and mathematician Walter Pitts came up with the
first such system in 1943. Through the years, researchers advanced
the concept with various techniques, including adding multiple
layers. With each successive layer, higher-level features could be
detected in the original data to make a better prediction. The layers
pick out features in the data themselves. But using more layers
demands more computing power.

Why is it suddenly so hot?

Through the years, hardware has gotten more powerful, and
chipmakers including Nvidia have refined their products to better
suit Al computations. Larger data sets in many domains have
become available to train models more extensively as well.

In 2012, Google made headlines when it trained a neural
network with 16,000 central processing unit (CPU) chips on 10 million
images from YouTube videos and taught it to recognize cats. But
later that year, the world of image recognition was rocked when an
eight-layer neural network trained on two graphics processing units
(GPUs) outdid all othersin a competition to accurately classify
images based on their content. Months later, Google acquired
DNNresearch, the University of Toronto team behind the breakthrough.

Since then, Al activity has only accelerated, with the world’s
top technology companies leading the way.

Meanwhile, the world’s most valuable companies — technology
companies! — continue to publish research on their latest gains,
which only adds to the fascination.

Google and its parent company Alphabet have made several Al
Beyond that, perhaps in a few decades, an Al system with
superhuman capabilities in most domains — sometimes referred to
as artificial general intelligence — could emerge. Depending on whom

you ask, that could be either very good or very bad. In an extreme
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case, an AGI system could end up making humans extinct. But if | | New Words and Expressions

things go well, perhaps AGI will be something that will supercharge | extinet/1k'stmkt/ adj.
humans and help them live longer. The prospect of either of these | K4 thy, %AH; HBXH
two scenarios is perhaps what draws so much attention to Al | Supercharge/'su:potfa:ds/ vt.

development today, and what has inspired so much science fiction AR e R
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in the past.
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But for now, what people generally see is narrow Al —
intelligence applied to a small number of domains — and it doesn’t
always work the way it should. Look at Alexa, Cortana, the Google
Assistant or Siri — they misunderstand spoken words all the time.

The thing is, the biggest companies in the world are now

investing in Al like never before. And that trend is not about to let

up.

Note:
The text is adapted from the website:
https://www.cnbc.com/2017/06/17/what-is-artificial-intelligence.html
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