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第1章

大数据基础

本章介绍大数据(Big Data)的基本概念、对生产及生活的影响和应用领域，并阐述大数据、云计算及物联网的相互关系。
1.1  大数据概述
大数据时代的来临，引发了信息技术发展的巨大变革，深刻影响着社会生产和人类生活的方方面面。在全球范围内，各国政府高度重视大数据技术研究和产业发展，纷纷把大数据上升为国家战略加以重点推进。企业和学术机构纷纷加大技术、资金和人员投入力度，加强对大数据关键技术的研发与应用，以期在“第三次信息化浪潮”中占得先机、引领市场。大数据已不再遥不可及，它的影响力和作用力迅速触及渗透至社会的每个角落，所到之处，或是颠覆，或是提升，都让人们深切感受到了大数据实实在在的威力。对一个国家而言，能否紧紧抓住大数据发展机遇，快速形成核心技术和应用，参与新一轮的全球化竞争，将直接决定这个国家未来若干年在全球范围内科技力量博弈中的位置。大数据专业人才的培养是新一轮科技较量的基础，高等院校肩负着大数据人才培养的重任，因此，各高等院校高度重视大数据课程的开设，大数据课程已经成为计算机科学与技术专业的重要核心课程。
1.1.1  什么是大数据
大数据(big data)是指无法在一定时间范围内用常规软件工具进行捕捉、管理和处理的数据集合。它是一种规模大到在获取、存储、管理、分析方面大大超出传统数据库软件工具能力范围的数据集合，具有海量的数据规模、快速的数据流转、多样的数据类型和价值密度低四大特征。大数据技术的战略意义不在于掌握庞大的数据信息，而在于对这些含有意义的数据进行专业化处理。换而言之，如果把大数据比作一种产业，那么这种产业实现盈利的关键，在于提高对数据的“加工能力”，通过“加工”实现数据的“增值”。
大数据的5V特点由IBM提出，包括Volume(大量)、Velocity(高速)、Variety(多样)、Value(低价值密度)、Veracity(真实性)。大数据的应用十分广泛，涵盖了金融、医疗、教育、农业、工业等多个领域。它可以用于改进决策支持系统、优化物流和供应链、提升市场分析和预测能力、提高客户服务水平等。通过对大数据的分析和处理，人们可以更好地理解数据背后的规律和趋势，从而做出更明智的决策。
1.1.2  大数据生态圈简介
大数据生态圈是指围绕大数据的采集、存储、处理、分析等环节的一系列技术、工具、服务及应用。这个生态圈主要由以下几个部分组成。
(1)
数据采集：数据采集是大数据的基础，用于将分散在各个地方的海量数据融合到一起。数据采集技术框架包括Flume、Kafka等。
(2)
数据存储：大数据存储技术包括HDFS、HBase、Kudu等，它们可以解决海量数据的存储问题。其中，HBase是一个基于HDFS的分布式NoSQL数据库。
(3)
数据处理：数据处理是大数据生态圈的核心，包括数据处理、交互式分析以及机器学习与数据挖掘等。数据处理可以采用Hadoop、Spark等框架。
(4)
数据检索：随着企业中数据的逐步积累，针对海量数据的统计分析需求会变得越来越多样化，需要实现多条件快速复杂查询。数据检索技术框架包括Lucene、Solr和Elasticsearch等。
(5)
数据可视化：数据可视化是将处理后的数据以图表等形式展现出来，以便更好地理解和分析数据。
(6)
数据应用：数据应用是指将处理后的数据应用到各个领域中，如金融、医疗、教育、工业等。
此外，大数据生态圈还包括数据安全、数据质量管理等方面。为了更好地管理和应用大数据，还需要一些基础技术框架的支持，如Zookeeper等。同时，各个部分之间也不是完全独立的，它们之间存在相互依赖和相互作用的关系。
1.1.3  大数据应用场景
大数据的应用场景非常广泛，涵盖了各行各业。以下是一些常见的大数据应用场景。
(1)
金融行业：在金融领域，大数据被广泛应用于风险控制、客户画像、智能投顾等方面。通过对海量数据的分析和处理，金融机构可以更好地了解客户需求，优化产品设计，降低风险和提高收益。
(2)
电商行业：电商行业是大数据应用的另一个重要领域。电商平台通过对用户行为、购买记录等数据的分析，可以精准推送相关产品，提高转化率。同时，还可以利用大数据进行流量分析、广告投放等。
(3)
医疗行业：在医疗领域，大数据被应用于病历管理、疾病预测、个性化治疗等方面。通过对海量病例和医疗数据进行分析和处理，可以提高医疗服务水平，降低医疗成本。
(4)
制造业：制造业可以通过大数据技术实现智能制造，提高生产效率和产品质量。同时，大数据还可以应用于供应链管理、销售预测等方面。
(5)
智慧城市：在智慧城市建设中，大数据被用于城市规划、交通管理、环境监测等方面。通过对城市各个方面的数据进行分析和处理，可以提高城市治理水平，提升市民生活品质。
(6)
农业：农业领域也可以通过大数据技术实现精准农业和智慧农业。通过对土壤、气象等数据的采集和分析，可以提高农业生产效率，实现可持续发展。
除了以上几个领域，大数据还被广泛应用于教育、能源、传媒等行业。未来，随着技术的不断发展，大数据的应用场景还将不断拓展和深化。
1.1.4  数据与数据科学
信息化是把现实世界中的事物和现象以数据形式存储到网络空间(Cyberspace)中，它是一个生产数据的过程。这些数据是自然和生命的一种表征形式，记录了人类的行为，包括工作、生活和社会发展。如今，数据被快速、大量地生产并存储在网络空间中，这种现象称为数据爆炸(Data Explosion)，数据爆炸在网络空间中形成数据自然界(Data Nature)。数据是网络空间中的唯一存在，需要研究和探索网络空间中数据的规律和现象。另外，探索网络空间中数据的规律和现象，就是探索宇宙的规律、探索生命的规律、寻找人类行为的规律、寻找社会发展的规律的一种重要手段。例如，可以通过研究数据来研究生命(生物信息学)、研究人类行为(行为信息学)。数据学(Dataology)和数据科学(Data Science)是关于数据的科学或者研究数据的科学，定义为研究探索网络空间中数据自然界奥秘的理论、方法和技术，研究的对象是数据界中的数据。与自然科学和社会科学不同，数据学和数据科学以网络空间的数据为研究对象，是新兴科学。数据学和数据科学主要有两个内涵：一是研究数据本身，包括数据的各种类型、状态、属性及变化形式和规律；二是为自然科学和社会科学研究提供新方法——科学研究的数据方法，其目的是揭示自然界和人类行为现象和规律。
数据学已经有一些方法和技术，如数据获取、数据存储与管理、数据安全、数据分析、可视化等；此外，还需要有基础理论和新技术，如数据存在性、数据测度、时间、数据代数、数据相似性与簇论、数据分类与数据百科全书、数据伪装与识别、数据实验、数据感知，等等。数据学的理论和方法将改进现有的科学研究方法，形成一种新型的科学研究方法，并会针对各个研究领域开发出专门的理论、技术和方法，从而形成专门领域的数据学。例如，行为数据学、生命数据学、脑数据学、气象数据学、金融数据学、地理数据学，等等。
数据科学在20世纪60年代已被提出，只是当时并未获得学术界的注意和认可。1974年，彼得·诺尔(Peter Naur)在《计算机方法的简明调研(Concise Survey of Computer Methods)》中，将数据科学定义为“处理数据的科学，一旦数据与其代表事物的关系被建立起来，将为其他领域与科学提供借鉴”。他在前言中首次明确提出了数据科学的概念：“数据科学是一门基于数据处理的科学”，并提到了数据科学与数据学的区别——前者是解决数据(问题)的科学(the science of dealing with data)，而后者侧重于数据处理及其在教育领域中的应用(the science of data and of data processes and its place in education)。1996年在日本召开的国际大会标题为“数据科学、分类和相关方法”，已经将数据科学作为会议的主题词。2001年美国统计学教授威廉·S. 克利夫兰发表了《数据科学：拓展统计学的技术领域的行动计划》，因此有人认为是克利夫兰首次将数据科学作为一个单独的学科来看待，并将其定义为统计学领域以数据作为计算对象相结合而拓展出的科学，从而奠定了数据科学的理论基础。
数据科学主要以统计学、机器学习、数据可视化以及以上(某一)领域实务知识与经验为理论基础，其主要研究内容包括数据科学基础理论、数据预处理、数据计算、数据管理、技术与工具。数据科学基础理论与理论基础的关系如图1-1所示。
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图1-1  数据科学基础理论与理论基础的关系
(1)
基础理论：数据科学中的新理念、理论、方法、技术、工具以及数据科学的研究目的、理论基础、研究内容、基本流程、主要原则、典型应用、人才培养、项目管理等。在此需要特别提醒的是——“基础理论”与“理论基础”是两个不同的概念。数据科学的“基础理论”在数据科学的研究边界之内，而其“理论基础”在数据科学的研究边界之外，是数据科学的理论依据和来源。
(2)
数据预处理：为了提升数据质量、降低数据计算的复杂度、减少数据计算量以及提升数据处理的准确性，数据科学需要对原始数据进行预处理，包括进行数据审计、数据清洗、数据转换、数据集成、数据脱敏、数据规约和数据标注等。
(3)
数据计算：在数据科学中，计算模式发生了根本性的变化——从集中式计算、分布式计算、网格计算等传统计算过渡至云计算。有一定代表性的是Google云计算3大技术、Hadoop MapReduce和YARN技术的出现。数据计算模式的变化意味着数据科学中所关注的数据计算的主要目标、瓶颈和矛盾发生了根本性变化。
(4)
数据管理：在完成“数据预处理”(或“数据计算”)之后，人们需要对数据进行管理，以便进行(再次进行)“数据处理”以及数据的再利用和长久保管。在数据科学中，数据管理方法与技术发生了根本性的改变——不仅包括传统关系型数据库，而且还出现了一些新兴的数据管理技术，如NoSQL、NewSQL技术和关系云等。
(5)
技术与工具：数据科学中采用的技术与工具具有一定的专业性。
1.2  大数据的特点
对于“大数据”，研究机构Gartner给出如下定义：“大数据”是需要新处理模式才能具有更强的决策力、洞察发现力和流程优化能力来适应海量、高增长率和多样化的信息资产。
麦肯锡全球研究所给出的定义是：一种规模大到在获取、存储、管理、分析方面大大超出了传统数据库软件工具能力范围的数据集合，具有海量的数据规模、快速的数据流转、多样的数据类型和价值密度低四大特征。
大数据技术的战略意义不在于掌握庞大的数据信息，而在于对这些含有意义的数据进行专业化处理。换而言之，如果把大数据比作一种产业，那么这种产业实现盈利的关键在于，提高对数据的“加工能力”，通过“加工”实现数据的“增值”。
从技术上看，大数据与云计算的关系就像一枚硬币的正反面一样密不可分。大数据必然无法用单台的计算机进行处理，必须采用分布式架构。它的特色在于对海量数据进行分布式数据挖掘。但它必须依托云计算的分布式处理、分布式数据库和云存储、虚拟化技术，如图1-2所示。
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图1-2  大数据与云计算的关系
随着云时代的来临，大数据也吸引了越来越多的关注。分析师团队认为，大数据通常用来形容一个公司创造的大量非结构化数据和半结构化数据，这些数据在下载到关系型数据库用于分析时会花费过多时间和金钱。大数据分析常和云计算联系到一起，因为实时的大型数据集分析需要像MapReduce一样的框架来向数十、数百甚至数千的电脑分配工作。
1.2.1  数据量大
人类进入信息社会以后，数据以自然方式增长，其产生不以人的意志而转移。从1986年到2010年的20多年时间里，全球数据量增长了100倍，今后的数据量增长速度将更快。人们正生活在一个“数据爆炸”的时代。当今，世界上只有25%的设备是联网的，大约80%的上网设备是计算机和手机，而在不远的将来，将有更多的用户成为网民，汽车、家用电器、生产机器等各种设备也将接入互联网。随着Web 2.0和移动互联网的快速发展，人们已能随时随地通过微博、微信等发布各种信息。以后，随着物联网的推广和普及，各种传感器和摄像头将遍布我们工作和生活的各个角落，这些设备每时每刻都在自动产生大量数据。
综上所述，人类社会正经历第二次“数据爆炸”(如果把印刷在纸上的文字和图形也看作数据，那么人类历史上第一次“数据爆炸”发生在造纸术和印刷术发明的时期)。各种数据产生速度之快，产生数量之大，已经远远超出人类可以控制的范围，“数据爆炸”成为大数据时代的鲜明特征。根据著名咨询机构互联网数据中心(Internet Data Center，IDC)做出的估测，人类社会产生的数据一直以每年50%的速度增长，也就是说，每两年就增加一倍多，这被称为“大数据摩尔定律”。这意味着，人类在最近两年产生的数据量相当于之前产生的全部数据量之和。2020年，全球总共拥有约44ZB (数据存储单位之间的换算关系见表1-1)的数据量，与2010年相比，数据量增长将近40倍。
表1-1  数据存储单位之间的换算关系
	单  位
	换算关系

	Byte(字节，推荐用B表示)
	1Byte=8bit(bit推荐用b表示)

	KB ( Kilobyte，千字节)
	1KB=1024Byte

	MB ( Megabyte，兆字节)
	1MB=1024KB

	GB ( Gigabyte，吉字节)
	1GB=1024MB

	TB ( Terabyte，太字节)
	1TB=1024GB

	PB ( Petabyte，拍字节)
	1PB=1024TB

	EB(Exabyte，艾字节)
	1EB=1024PB

	ZB ( Zettabyte，泽字节)
	1ZB=1024EB


随着数据量的不断增长，数据所蕴含的价值也会从量变发展到质变。举例来说，受到照相技术的制约，早期我们只能每分钟拍1张，随着照相设备的不断改进，处理速度越来越快，发展到后来，就可以每秒拍1张；而当有一天发展到每秒可以拍10张照片以后，就产生了电影。可以看出当照片数量的增长带来质变时，照片就发展成了电影。同样的量变到质变，也会发生在数据量的增长过程之中。
1.2.2  数据类型繁多
大数据的数据来源众多，科学研究、企业应用和Web应用等都在源源不断地生成类型繁多的数据。生物大数据、交通大数据、医疗大数据、电信大数据、电力大数据、金融大数据等，都呈现出“井喷式”增长，所涉及的数据量十分巨大，已经从TB级别跃升到PB级别。各行各业，每时每刻，都在生成各种不同类型的数据。
(1)
消费者大数据。中国移动拥有超过8亿的用户，累计数据存储量超过600PB；阿里巴巴的月活跃用户超过5亿，累计数据存储量超过数百PB；百度的月活跃用户近7亿，每日处理数据量达到100PB；腾讯的月活跃用户超过9亿，数据总存储量达到数百PB；京东每日新增数据量达1.5PB，2016年累计数据量达100PB，年增300%；美团用户近6亿，每日处理数据量超过4.2PB。
(2)
金融大数据。中国平安有约8.8亿客户的脸谱和信用信息，近5000万个声纹库；中国工商银行拥有约5.5亿个人客户，全行数据量超过60PB；中国建设银行用户超过5亿，手机银行用户达到1.8亿，网银用户超过2亿，数据存储量达100PB；中国农业银行拥有约5.5亿个人客户，日处理数据量达1.5TB，数据存储量超过15PB；中国银行拥有约5亿个人客户，手机银行客户达1.15亿，电子渠道业务替代率达94%。
(3)
医疗大数据。一个人拥有40万～60万亿个细胞、3×109个碱基对，一次全面的基因测序产生的个人数据量可以达到100～600GB。华大基因公司2017年产出的数据量达到1EB。在医学影像中，一次3D核磁共振检查可以产生约150MB数据(即一张CT图像约150MB)。2015年，美国平均每家医院需要管理约665TB数据，个别医院年增数据量达到PB级别。
(4)
城市大数据。一个8Mb/s摄像头1小时产生的数据量是3.6GB，1个月产生数据量约为2.59TB。很多城市的摄像头多达几十万个，1个月的数据量达数百PB，若需保存3个月，则存储的数据量会达EB级别。北京市政府部门数据总量，2011年达63PB，2012年达95PB，2018年达数百PB。全国政府大数据加起来为数百个甚至上千个阿里巴巴大数据的体量。
(5)
工业大数据。Rolls Royce公司对飞机引擎做一次仿真，会产生数十TB的数据；一个汽轮机的扇叶在加工中就可以产生约0.5TB的数据，扇叶生产每年会收集约3PB的数据；叶片运行每日产生约588GB的数据。美国通用电气公司在出厂飞机的每个引擎上装20个传感器，每个引擎每飞行1小时能产生约20TB数据并通过卫星回传。

综上所述，大数据的数据类型非常丰富，但是，总体而言可以分成两大类，即结构化数据和非结构化数据。其中，前者占10%左右，主要是指存储在关系数据库中的数据；后者占90%左右，种类繁多，主要包括邮件、音频、视频、位置信息、链接信息、手机呼叫信息、网络日志等。
如此类型繁多的异构数据，对数据处理和分析技术提出了新的挑战，也带来了新的机遇。传统数据主要存储在关系数据库中，但是，在类似Web 2.0等应用领域中，越来越多的数据开始被存储在NoSQL数据库中，这就必然要求在集成的过程中进行数据转换，而这种转换的过程是非常复杂和难以管理的。传统的联机分析处理(On Line Analytical Processing，OLAP)和商务智能工具大都面向结构化数据，而在大数据时代，对用户友好的、支持非结构化数据分析的商业软件将迎来广阔的市场空间。
1.2.3  处理速度快
大数据时代数据产生速度极快。在Web 2.0应用领域，1分钟内，新浪微博可以产生2万条微博，Twitter可以产生10万条推文，苹果可以产生下载4.7万次应用的数据，淘宝可以卖出6万件商品，百度可以产生90万次搜索查询的数据。大名鼎鼎的大型强子对撞机(Large Hadron Collider，LHC)每秒大约产生6亿次的碰撞，每秒生成约700MB的数据，同时有成千上万台计算机在分析这些碰撞。大数据时代的很多应用都需要基于快速生成的数据给出实时分析结果，用于指导生产和生活实践。因此，数据处理和分析的速度通常要达到秒级响应，这与传统的数据挖掘技术有本质区别，后者通常不要求给出实时分析结果。
1.2.4  价值密度低
大数据虽然看起来很“美”，但其数据价值密度远远低于传统关系数据库中的数据。在大数据时代，很多有价值的信息都是分散在海量数据中的。以小区监控视频为例，如果没有意外事件发生，连续不断产生的数据都是没有任何价值的，当发生偷盗等意外情况时，只有记录了事件过程的那一小段视频才有价值。但是，为了能够获得发生偷盗等意外情况时的那一段宝贵的视频，我们不得不投入大量资金购买监控设备、网络设备、存储设备，耗费大量的电能和存储空间，来保存摄像头连续不断传来的监控数据。如果这个实例还不够典型，那么可以想象另一个更大的场景：假设一个电子商务网站希望通过微博数据进行有针对性的营销。为了达到这个目的，就必须构建一个能存储和分析新浪微博数据的大数据平台，使之能够根据用户微博内容进行有针对性的商品需求趋势预测。愿景很美好，但是实现代价很大，这可能需要耗费几百万元构建整个大数据团队和平台，而最终带来的企业销售利润增加额可能会比投入低许多。由此可见，大数据的价值密度是较低的。
1.3  大数据计算模式
MapReduce是大家熟悉的大数据处理技术。当人们提到大数据时，就会很自然地想到MapReduce，可见其影响力之广。实际上，大数据处理的问题复杂多样，单一的计算模式是无法满足不同类型的计算需求的。MapReduce其实只是大数据计算模式中的一种，它代表了针对大规模数据的批量处理技术；除批处理计算外，还有流计算、图计算、查询分析计算等多种大数据计算模式(见表1-2)。
表1-2  大数据计算模式及其代表产品
	大数据计算模式
	解决问题
	代表产品

	批处理计算
	针对大规模数据的批量处理
	MapReduce、Spark等

	流计算
	针对流数据的实时计算
	Flink、Storm、S4、Flume、Streams、Puma、DStream、银河流数据处理平台等

	图计算
	针对大规模图结构数据的处理
	Pregel、GraphX、Gelly、Giraph、PowerGraph、Hama、GoldenOrb等

	查询分析计算
	大规模数据的存储管理和查询分析
	Dremel、Hive、Cassandra、Impala等


1.3.1  批处理计算
批处理计算主要解决针对大规模数据的批量处理，是人们日常数据分析工作中极为常见的一类需求。MapReduce作为最具代表性和影响力的大数据批处理技术，能够并行执行大规模数据处理任务，用于大规模数据集(大于1TB)的并行运算。MapReduce极大地方便了分布式编程工作，它将复杂的、运行于大规模集群上的并行计算过程高度地抽象为两个函数——Map和Reduce，编程人员在未掌握分布式并行编程的情况下，也可以很容易地将自己的程序运行在分布式系统上，完成海量数据集的计算。
Spark是一个针对超大数据集合的低延迟的集群分布式计算系统，其速度远超MapReduce。Spark启用了内存分布数据集，除了能够提供交互式查询外，还可以优化迭代工作负载。在MapReduce中，数据流从一个稳定的来源进行一系列加工处理后，流出到一个稳定的文件系统(如HDFS)。而Spark使用内存替代HDFS或本地磁盘来存储中间结果，因此Spark要比MapReduce的速度快许多。
1.3.2  流计算
流数据是大数据分析中的一种重要数据类型。流数据(或数据流)是指在时间分布和数量上无限的一系列动态数据集合，其价值会随着时间的流逝而降低，因此必须采用实时计算的方式给出秒级响应。流计算可以实时处理来自不同数据源的、连续到达的流数据，经过实时分析处理，给出有价值的分析结果。目前业内已涌现出许多流计算框架与平台，第一类是商业级的流计算平台，包括IBM InfoSphere Streams和IBM StreamBase等；第二类是开源流计算框架，包括Twitter Storm、Yahoo! S4(Simple Scalable Streaming System)、Spark Streaming、Flink等；第三类是公司为支持自身业务开发的流计算框架，如阿里巴巴开发的通用流数据实时计算系统——银河流数据处理平台。
1.3.3  图计算
在大数据时代，许多大数据是以大规模图或网络的形式呈现的，如社交网络、传染病传播途径、交通事故对路网的影响等。此外，许多非图结构的大数据也常常会被转换为图模型后再进行处理分析。MapReduce作为单输入、两阶段、粗粒度数据并行的分布式计算框架，在处理多迭代、稀疏结构和细粒度数据时，往往力不从心，不适用于解决大规模图计算问题。因此，针对大型图，需要采用图计算模式，目前已经出现了许多相关图计算产品。比如谷歌公司的Pregel就是一个用于分布式图计算的计算框架，主要用于PageRank计算、最短路径查找和图遍历等。其他代表性的图计算产品还包括Spark生态系统中的GraphX、Flink生态系统中的Gelly、图数据处理系统PowerGraph等。
1.3.4  查询分析计算
针对超大规模数据的存储管理和查询分析，必须提供实时或准实时的响应，才能有效满足企业经营管理需求。谷歌公司开发的Dremel是一种可扩展的、交互式的实时查询系统，专门用于只读嵌套数据的分析。通过结合多级树状执行过程和列式数据结构，它能做到几秒内完成对万亿张表的聚合查询。系统可以扩展到成千上万的CPU上，满足谷歌上万用户操作PB级别的数据，并且可以在2～3s内完成PB级别数据的查询。此外，Cloudera公司参考Dremel系统开发了实时查询引擎Impala，它提供结构化查询语言(Structure Query Language，SQL)，能快速查询存储在Hadoop上的HDFS和HBase中的PB级大数据。
1.4  大数据产业结构
大数据产业是指一切与支撑大数据组织管理和价值发现相关的企业经济活动的集合。大数据产业包括IT基础设施层、数据源层、数据管理层、数据分析层、数据平台层和数据应用层。
(1)
IT基础设施层。IT基础设施层包括提供硬件、软件、网络等基础设施以及提供咨询、规划和系统集成服务的企业，比如提供数据中心解决方案的IBM、惠普和戴尔等，提供存储解决方案的EMC，提供虚拟化管理软件的微软、思杰、SUN、Red Hat等。
(2)
数据源层。数据源层指大数据生态圈里的数据提供者，是生物(生物信息学领域的各类研究机构)大数据、交通(交通主管部门)大数据、医疗(各大医院、体检机构)大数据、政务(政府部门)大数据、电商(淘宝、天猫、苏宁云商、京东等电商)大数据、社交网络(微博、微信等)大数据、搜索引擎(百度、谷歌等)大数据等各种数据的来源。
(3)
数据管理层。数据管理层包括提供数据抽取、转换、存储和管理等服务的各类企业或产品，如分布式文件系统(如Hadoop的HDFS和谷歌的GFS)、ETL工具(Informatica、Datastage、Kettle等)、数据库和数据仓库(Oracle、MySQL、SQL Server、HBase、GreenPlum等)。
(4)
数据分析层。数据分析层包括提供分布式计算、数据挖掘、统计分析等服务的各类企业或产品，如分布式计算框架MapReduce、统计分析软件SPSS和SAS、数据挖掘工具Weka、数据可视化工具Tableau、BI工具(MicroStrategy、Cognos、BO)等。
(5)
数据平台层。数据平台层包括提供数据分享平台、数据分析平台、数据租售平台等服务的企业或产品，如阿里巴巴、谷歌、中国电信、百度等。
(6)
数据应用层。数据应用层包括提供智能交通、智慧医疗、智能物流、智能电网等行业应用的企业、机构或政府部门，如交通主管部门、各大医疗机构、菜鸟网络、国家电网等。
近些年，我国一些地方政府也在积极尝试以“大数据产业园”为依托，加快发展本地的大数据产业。大数据产业园是大数据产业的聚集区或大数据技术的产业化项目孵化区，是大数据企业的孵化平台以及大数据企业走向产业化道路的集中区域。陕西西咸新区沣西新城已在信息产业园中规划了国内首家以大数据处理与服务为特色的产业园区；重庆市政府出台的《重庆市大数据行动计划》中明确提出，重庆市将打造2～3个大数据产业示范园区，培育10家核心龙头企业、500家大数据应用和服务企业，引进和培养1000名大数据产业高端人才，形成500亿元大数据产业规模，建成国内重要的大数据产业基地；位于福建省泉州市安溪县龙门镇的中国国际信息技术(福建)产业园，于2015年5月建成投入运营，是福建省第一个大数据产业园区，致力于构建以国际最高等级第三方数据中心为核心，以信息技术服务外包为主的绿色生态产业链，打造集数据中心、安全管理、云服务、电子商务、数字金融、信息技术教育、国际交流、投融资环境等功能为一体，覆盖福建、辐射海西的国际一流高科技信息技术产业园区。
1.5  大数据常见应用
大数据无处不在，包括制造、金融、汽车、互联网、餐饮、电信、能源、物流、城市管理、生物医学、体育和娱乐等在内的社会各个行业/领域都已经融入了大数据。
(1)
制造。利用工业大数据提升制造业水平，包括产品诊断与预测故障、分析工艺流程、改进生产工艺、优化生产过程能耗、分析与优化工业供应链、制订生产计划与排程。
(2)
金融。大数据在高频交易、社交情绪分析和信贷风险分析三大金融创新领域发挥着重要作用。
(3)
汽车。利用大数据和物联网技术实现的无人驾驶汽车，在不远的未来将走入人们的日常生活。
(4)
互联网。借助大数据技术，可以分析客户行为，进行商品推荐和有针对性的广告投放。
(5)
餐饮。利用大数据实现餐饮O2O模式，彻底改变传统餐饮经营方式。
(6)
电信。利用大数据技术实现客户离网分析，及时掌握客户离网倾向，出台客户挽留措施。随着智能电网的发展，电力公司可以掌握海量的用户用电信息，利用大数据技术分析用户用电需求。
(7)
能源。利用大数据技术分析用户用电模式，可以改进电网运行方式，合理地设计电力需求响应系统，确保电网运行安全。
(8)
物流。利用大数据可优化物流网络，提高物流效率，降低物流成本。
(9)
城市管理。利用大数据可以实现智能交通、环保监测、城市规划和智能安防。
(10)
生物医学。大数据可以帮助人们实现流行病预测、智慧医疗、健康管理，还可以帮助解读DNA，了解更多的生命奥秘。
(11)
体育和娱乐。大数据可以帮助人们训练球队，预测比赛结果，以及决策投拍哪种题材的影视作品。
(12)
安全领域。政府可以利用大数据技术构建强大的国家安全保障体系，企业可以利用大数据抵御网络攻击，警察可以借助大数据预防犯罪。
(13)
个人生活。大数据还可以应用于个人生活，利用与每个人相关联的“个人大数据”，分析个人生活行为习惯，为其提供更加周到的个性化服务。
1.6  大数据、云计算与物联网
大数据、云计算和物联网代表着IT领域最新的技术发展趋势，三者相辅相成，既有联系又有区别。为了更好地理解三者之间的紧密关系，下面首先简要介绍云计算和物联网的概念，然后再分析大数据、云计算及物联网的区别与联系。
1.6.1  云计算
1. 云计算的概念
云计算实现了通过网络提供可伸缩的、廉价的分布式计算能力，用户在具备网络接入条件的地方，可以随时随地获得所需的各种IT资源。云计算代表了以虚拟化技术为核心，以低成本为目标的、动态可扩展的网络应用基础设施，是近年来最有代表性的网络计算技术与模式。云计算包括3种典型的服务模式(见图1-3)，即基础设施即服务(Infrastructure as a Service，IaaS)、平台即服务(Platform as a Service，PaaS)和软件即服务(Software as a Service，SaaS)。其中IaaS将基础设施(计算资源和存储)作为服务出租，PaaS把平台作为服务出租，SaaS把软件作为服务出租。
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图1-3  云计算服务模式
云计算包括公有云、私有云和混合云3种类型。公有云面向所有用户提供服务，只要是注册付费的用户都可以使用，比如阿里云和Amazon AWS；私有云只为特定用户提供服务，比如大型企业出于安全考虑自建的云环境，只为企业内部提供服务；混合云综合了公有云和私有云的特点，例如对于一些企业而言，一方面出于安全考虑需要把数据放在私有云中，另一方面又希望可以获得公有云的计算资源，为了获得最佳的效果，就可以把公有云和私有云进行混合搭配使用。
可以采用云计算管理软件来构建云环境(公有云或私有云)，OpenStack就是一种非常流行的构建云环境的开源软件。OpenStack管理的资源不是单机的而是一个分布的系统，它把分布的计算、存储、网络、设备、资源组织起来，形成一个完整的云计算系统，帮助服务商和企业内部实现类似于Amazon EC2和S3的云基础架构服务。
2. 云计算的关键技术
云计算的关键技术包括虚拟化、分布式存储、分布式计算、多租户等。
1)
虚拟化
虚拟化技术是云计算基础架构的基石，它能够将一台物理计算机虚拟为多台逻辑计算机，在一台计算机上同时运行多台逻辑计算机，每台逻辑计算机可运行不同的操作系统，并且各应用程序都可以在相互独立的空间内运行，互不影响，从而显著提高计算机的工作效率。虚拟化的资源可以是硬件(如服务器、磁盘和网络)，也可以是软件。以服务器虚拟化为例，它将服务器物理资源抽象成逻辑资源，让一台服务器变成几台甚至上百台相互隔离的虚拟服务器。它不再受限于物理上的界限，而是让CPU、内存、磁盘、I/O等硬件变成可以动态管理的“资源池”，从而提高资源的利用率，简化系统管理，实现服务器整合，让IT对业务的变化更具适应力。
Hyper-V、VMware、KVM、VirtualBox、Xen、QEMU等都是非常典型的虚拟化平台。Hyper-V是微软公司的一款虚拟化产品，旨在为用户提供效益更高的虚拟化基础设施软件，从而为用户降低运行成本，提高硬件利用率，优化基础设施，提高服务器的可用性。VMware是全球桌面到数据中心虚拟化解决方案的领导厂商。近年来发展起来的容器技术(如Docker)，是不同于VMware等传统虚拟化技术的一种新型轻量级虚拟化技术(也被称为“容器型虚拟化技术”)。与VMware等传统虚拟化技术相比，Docker具有启动速度快、资源利用率高、性能开销小等优点，受到业界青睐，并得到了越来越广泛的应用。
2)
分布式存储
面对“数据爆炸”的时代，集中式存储已经无法满足海量数据的存储需求，分布式存储应运而生。Google文件系统(Google File System，GFS)是谷歌公司推出的一款分布式文件系统，可以满足大型、分布式、对大量数据进行访问的应用的需求。GFS具有很好的硬件容错性，可以把数据存储到成百上千台服务器中，并在硬件出错的情况下尽量保证数据的完整性。GFS还支持GB或者TB级别超大文件的存储，一个大文件会被分成许多块，分散存储在由数百台机器组成的集群里。Hadoop分布式文件系统(Hadoop Distributed File System，HDFS)是对GFS的开源实现，它采用了更加简单的“一次写入、多次读取”文件模型，文件一旦完成创建、写入并关闭，就只能对它执行读取操作，而不能执行任何修改操作；同时，HDFS是基于Java实现的，具有强大的跨平台兼容性，只要是JDK支持的平台都可以兼容。
谷歌公司后来又以GFS为基础开发了分布式数据存储系统BigTable，它是一个稀疏、分布式、持续多维度的排序映射数组，适合于非结构化数据存储的数据库，具有高可靠性、高性能、可伸缩等特点，可在廉价PC服务器上搭建起大规模存储集群。HBase是针对BigTable的开源实现。
3)
分布式计算
面对海量的数据，传统的单指令、单数据流、顺序执行的方式已经无法满足快速处理数据的要求；同时，人们也不能寄希望于通过硬件性能的不断提升来满足这种需求，因为晶体管电路已经逐渐接近其物理上的性能极限，摩尔定律已经开始慢慢失效，CPU性能很难每隔18个月翻一番。在这样的大背景下，谷歌公司提出了并行编程模型MapReduce，让任何人都可以在短时间内迅速获得海量计算能力。它允许开发者在不具备并行开发经验的前提下也能够开发出分布式的并行程序，并让其同时运行在数百台机器上，在短时间内完成海量数据的批处理计算。Hadoop开源实现了MapReduce编程框架，被广泛应用于分布式计算。
4)
多租户
多租户技术的目的在于使大量用户能够共享同一堆栈的软硬件资源，每个用户按需使用资源，能够对软件服务进行客户化配置，而不影响其他用户的使用。多租户技术的核心包括数据隔离、客户化配置、架构扩展和性能定制。
3. 云计算数据中心
云计算数据中心的机房有一整套复杂的设施，包括刀片服务器、宽带网络连接、环境控制设备、监控设备以及各种安全装置等。数据中心是云计算的重要载体，为云计算提供计算、存储、带宽等各种硬件资源，为各种平台和应用提供运行支撑环境。
谷歌、微软、IBM、惠普、戴尔等国际IT巨头纷纷投入巨资在全球范围内大量修建数据中心，旨在掌握云计算发展的主导权。我国政府和企业也都在加大力度建设云计算数据中心。内蒙古提出了“西数东输”发展战略，即把本地的数据中心通过网络提供给其他省份的用户使用。福建省泉州市安溪县的中国国际信息技术(福建)产业园的数据中心，是福建省重点建设的两大数据中心之一，按照国际上最高的T4等级标准设计和施工，可提供T2～T4等级服务，总建筑面积6.7万m2，可安装4500个标准机柜，容纳5万台以上的服务器。阿里巴巴集团公司在甘肃玉门建设的数据中心，是我国第一个绿色环保的数据中心，电力全部来自风力，用祁连山融化的雪水平衡数据中心产生的热量。贵州被公认为是我国南方最适合建设数据中心的地方，作为中国首个国家大数据综合试验区，贵州省大数据产业得到了快速的发展，全球前十互联网企业有8家在中国发展，其中7家将数据中心落户贵州。
4. 云计算的应用
云计算在电子政务、教育、企业、医疗等领域的应用持续深化，对提升政府服务水平、推动产业转型升级和培育发展新兴产业等都起到了关键的作用。政务云可以部署公共安全管理、容灾备份、城市管理、应急管理、智能交通、社会保障等应用，通过集约化建设、管理和运行，可以实现信息资源整合和政务资源共享，推动政务管理创新，加快向服务型政府转型。教育云可以有效整合幼儿教育、中小学教育、高等教育，以及继续教育等优质教育资源，逐步实现教育信息共享、教育资源共享及教育资源深度挖掘等目标。中小企业云能够让企业以低廉的成本建立财务、供应链、客户关系等管理应用系统，大大降低企业信息化门槛，迅速提升企业信息化水平，增强企业市场竞争力。医疗云能够推动医院与医院、医院与社区、医院与急救中心、医院与家庭之间的服务共享，形成一套全新的医疗健康服务系统，从而有效提高医疗保健的质量。
5. 云计算产业
云计算产业作为战略性新兴产业，近些年得到了迅速发展，形成了成熟的产业链结构，产业涵盖硬件与设备制造、基础设施运营、软件与解决方案供应商、基础设施即服务、平台即服务、软件即服务、终端设备、云计算交付/咨询/认证、云安全等环节。
硬件与设备制造环节包括绝大部分传统硬件制造商，这些厂商都已经在某种形式上支持虚拟化和云计算，主要包括Intel、AMD、Cisco、SUN等。基础设施运营环节包括数据中心运营商、网络运营商、移动通信运营商等。软件与解决方案供应商主要以虚拟化管理软件为主，包括IBM、微软、思杰、SUN、Red Hat等。IaaS将基础设施(计算和存储等资源)作为服务出租，向客户出售服务器、存储和网络设备、带宽等基础设施资源，厂商主要包括Amazon、Rackspace、Gogrid、GridPlayer等。PaaS 将平台(包括应用设计、应用开发、应用测试、应用托管等)作为服务出租，厂商主要包括谷歌、微软、新浪、阿里巴巴等。SaaS将软件作为服务出租，向用户提供各种应用，厂商主要包括Salesforce、谷歌等。云计算交付/咨询/认证环节包括了三大交付以及咨询认证服务商，这些服务商已经支持绝大多数形式的云计算咨询及认证服务，主要包括IBM、微软、Oracle、思杰等。云安全旨在为各类云用户提供高可信的安全保障，厂商主要包括IBM、OpenStack等。
1.6.2  物联网
物联网是新一代信息技术的重要组成部分，具有广泛的用途，同时和云计算、大数据有着千丝万缕的联系。
1. 物联网的概念
物联网是物物相连的互联网，是互联网的延伸。它利用局部网络或互联网等通信技术，把传感器、控制器、计算机、人员和物等通过新的方式连在一起，将人与物、物与物相连，实现信息化和远程管理控制。从技术架构上来看，物联网可分为四层(见图1-4)，即感知层、网络层、处理层和应用层，每层的具体功能如表1-3所示。

下面给出一个简单的智能公交实例来加深读者对物联网概念的理解。目前，很多城市居民的智能手机中都安装了“掌上公交”App，可以用手机随时随地查询每辆公交车的当前到达位置信息，这就是一种非常典型的物联网应用。在智能公交应用中，每辆公交车都安装了GPS(或北斗)定位系统和4G/5G网络传输模块，在车辆行驶过程中，GPS(或北斗)定位系统会实时采集公交车当前的位置信息，并通过车上的4G/5G网络传输模块发送给车辆附近的移动通信基站，经由电信运营商的4G/5G移动通信网络传送到智能公交指挥调度中心的数据处理平台；平台再把公交车位置数据发送给智能手机用户，用户的“掌上公交”App就会显示出公交车的当前位置信息。这个应用实现了“物与物的相连”，即把公交车和手机这两个物体连接在一起，让手机可以实时获得公交车的位置信息。进一步讲，这个应用实际上也实现了“物和人的连接”，让手机用户可以实时获得公交车位置信息。在这个应用中，安装在公交车上的GPS(或北斗)定位设备属于物联网的感知层；安装在公交车上的4G/5G网络传输模块以及电信运营商的4G/5G移动通信网络属于物联网的网络层；智能公交指挥调度中心的数据处理平台属于物联网的处理层；智能手机上安装的“掌上公交”App属于物联网的应用层。
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图1-4  物联网技术架构
表1-3  物联网各个层次的功能
	层  次
	功  能

	感知层
	如果把物联网系统比喻为人体，那么感知层就好比人体的神经末梢，用来感知物理世界，采集来自物理世界的各种信息。这个层包含了大量的传感器，如温度传感器、湿度传感器、应力传感器、加速度传感器、重力传感器、气体浓度传感器、土壤盐分传感器、二维码标签、射频识别(Radio Frequency Identification，RFID)标签和读写器、摄像头、GPS设备等

	网络层
	相当于人体的神经中枢，起到信息传输的作用。网络层包含各种类型的网络，如互联网、移动通信网络、卫星通信网络等

	处理层
	相当于人体的大脑，起到存储和处理的作用，包括数据存储、管理和分析平台

	应用层
	直接面向用户，满足各种应用需求，如智能交通、智慧农业、智慧医疗、智能工业等


2. 物联网的关键技术
物联网是物与物相连的网络，通过为物体加装二维码、RFID标签、传感器等，就可以实现物体身份唯一标识和各种信息的采集，再结合各种类型网络连接，就可以实现人和物、物和物之间的信息交换。因此，物联网中的关键技术包括识别和感知技术(二维码、RFID、传感器等)、网络与通信技术、数据挖掘与融合技术等。
1)
识别和感知技术
二维码是物联网中一种重要的自动识别技术，它是在一维码基础上扩展出来的条码技术。二维码包括堆叠式/行排式二维码和矩阵式二维码，其中矩阵式二维码较为常见。矩阵式二维码利用黑、白像素在矩阵中的不同分布进行编码。在矩阵相应元素位置上，用点(方点、圆点或其他形状)的存在表示二进制的“1”，点的缺失表示二进制的“0”，这些点的排列组合确定了矩阵式二维码所代表的信息。二维码具有信息容量大、编码范围广、容错能力强、译码可靠性高、成本低、易制作等优点，已经得到了广泛的应用。
RFID技术用于静止或移动物体的无接触自动识别，具有全天候、无接触、可同时实现多个物体自动识别等特点。RFID技术在生产和生活中得到了广泛的应用，大大推动了物联网的发展。我们平时使用的公交卡、门禁卡、校园卡等都嵌入了RFID芯片，可以实现迅速、便捷的数据交换。从结构上讲，RFID可被看作一种简单的无线通信系统，由RFID标签和RFID读写器两个部分组成。RFID标签是由天线、耦合元件、芯片组成的，是一个能够传输信息、回复信息的电子模块；RFID读写器也是由天线、耦合元件、芯片组成的，用来读取(有时也可以写入)RFID标签中的信息。RFID技术使用RFID读写器及可附着于目标物的RFID标签，利用频率信号将信息由RFID标签传送至RFID读写器。以公交卡为例，市民持有的公交卡就是一个RFID标签，公交车上安装的刷卡设备就是RFID读写器，当执行刷卡动作时，就完成了一次RFID标签和RFID读写器之间的非接触式通信和数据交换。
传感器是一种能感知特定被测对象，并按照一定规律(数学函数法则)将其转换成可用信号的器件或装置，具有微型化、数字化、智能化、网络化等特点。人类需要借助耳朵、鼻子、眼睛等感觉器官感受外部物理世界，类似地，物联网也需要借助传感器实现对物理世界的感知。物联网中常见的传感器类型有光敏传感器、声敏传感器、气敏传感器、化学传感器、压敏传感器、温敏传感器、流体传感器等，可以用来模仿人类的视觉、听觉、嗅觉、味觉和触觉。
2)
网络与通信技术
物联网中的网络与通信技术包括短距离无线通信技术和远程通信技术。短距离无线通信技术包括Zigbee、NFC、蓝牙、Wi-Fi、RFID等。远程通信技术包括互联网、2G/3G/4G/5G移动通信网络、卫星通信网络等。
3)
数据挖掘与融合技术
物联网中存在大量数据来源、各种异构网络和不同类型系统，如此大量的不同类型的数据，如何实现有效整合、处理和挖掘，是物联网处理层需要解决的关键技术问题。今天，云计算和大数据技术的出现，为物联网数据存储、处理和分析提供了强大的技术支撑，海量物联网数据可以借助庞大的云计算基础设施实现廉价存储，利用大数据技术实现快速处理和分析，满足各种实际应用需求。
3. 物联网的应用
物联网已经广泛应用于智能交通、智慧医疗、智能家居、环保监测、智能安防、智能物流、智能电网、智慧农业、智能工业等领域，对国民经济与社会发展起到了重要的推动作用，具体介绍如下。
(1)
智能交通。利用RFID、摄像头、线圈、导航设备等物联网技术构建的智能交通系统，可以让人们随时随地通过智能手机、大屏幕、电子站牌等方式，了解城市各条道路的交通状况、所有停车场的车位情况、每辆公交车的当前位置等信息，实现合理安排行程，提高出行效率。
(2)
智慧医疗。医生利用平板电脑、智能手机等手持设备，通过无线网络，可以随时连接各种诊疗仪器，实时掌握每个病人的各项生理指标，科学、合理地制定诊疗方案，甚至可以完成远程诊疗。
(3)
智能家居。利用物联网技术，可以提升家居安全性、便利性、舒适性、艺术性，并创建环保节能的居住环境。比如可以在工作单位通过智能手机远程开启家里的电饭煲、空调、门锁、监控、窗帘和电灯等，家里的窗帘和电灯也可以根据时间和光线变化自动完成开启和关闭。
(4)
环保监测。在重点区域放置监控摄像头或水质土壤成分检测仪器，相关数据可以实时传输到监控中心，出现问题时实时发出警报。
(5)
智能安防。采用红外线、监控摄像头、RFID等物联网设备，可以实现小区出入口智能识别和控制、意外情况自动识别和报警、安保巡逻智能化管理等功能。
(6)
智能物流。利用集成智能化技术，可以使物流系统模仿人的智能，具有思维、感知、学习、推理判断和自行解决物流中某些问题的能力(如选择最佳行车路线，选择最佳包裹装车方案)，从而实现物流资源优化调度和有效配置，提升物流系统效率。
(7)
智能电网。通过智能电表，不仅可以免去抄表工的大量工作，还可以实时获得用户用电信息，提前预测用电高峰期和低谷期，为合理设计电力需求响应系统提供依据。
(8)
智慧农业。利用温度传感器、湿度传感器和光线传感器，可以实时获得种植大棚内的农作物生长环境信息，远程控制大棚遮光板、通风口、喷水口的开启和关闭，让农作物始终处于最优生长环境，提高农作物产量和品质。
(9)
智能工业。将具有环境感知能力的各类终端、基于泛在技术的计算模式、移动通信技术等不断融入工业生产的各个环节，可以大幅提高制造效率，改善产品质量，降低产品成本和资源消耗，将传统工业提升到智能化的新阶段。
4. 物联网产业链
完整的物联网产业链主要包括核心感应器件提供商、感知层末端设备提供商、网络运营商、软件与行业解决方案提供商、系统集成商、运营及服务提供商等(见图1-5)，具体介绍如下。
(1)
核心感应器件提供商。提供二维码、RFID标签及读写器、传感器、智能仪器仪表等物联网核心感应器件。

(2)
感知层末端设备提供商。提供射频识别设备、传感系统及设备、智能控制系统及设备、GPS设备、末端网络产品等。
(3)
网络运营商。包括电信网络运营商、广电网络运营商、互联网运营商、卫星网络运营商和其他网络运营商等。

(4)
软件与行业解决方案提供商。提供微操作系统、中间件、解决方案等。
(5)
系统集成商。提供行业应用集成服务。
(6)
运营及服务提供商。提供行业物联网运营及服务。
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图1-5  物联网产业链
1.6.3  大数据、云计算及物联网的关系
大数据、云计算和物联网代表了IT领域最新的技术发展趋势，三者既有区别又有联系。云计算最初主要包含两类内容：一类是以谷歌公司的GFS和MapReduce为代表的大规模分布式并行计算技术；另一类是以亚马逊公司的虚拟机和对象存储为代表的“按需租用”的商业模式。但是，随着大数据概念的提出，云计算中的分布式计算技术开始更多地被归入大数据技术范畴，当人们提到云计算时，更多指的是底层基础IT资源的整合优化，以及以服务的方式提供IT资源的商业模式(如IaaS、PaaS、SaaS)。从云计算和大数据概念的诞生到现在，二者之间的关系非常微妙，既密不可分，又千差万别。因此，不能把云计算和大数据割裂开来，视为截然不同的两类技术。此外，物联网同样是与云计算、大数据相伴相生的技术。下面总结一下三者的联系与区别(见图1-6)。
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图1-6  大数据、云计算及物联网的联系与区别
(1)
大数据、云计算和物联网的区别。大数据侧重于对海量数据的存储、处理与分析，从海量数据中发现价值，服务于生产和生活；云计算旨在整合和优化各种IT资源，并通过网络以服务的方式廉价地提供给用户；物联网的发展目标是实现“物物相连”，应用创新是物联网发展的核心。
(2)
大数据、云计算和物联网的联系。从整体上看，大数据、云计算和物联网这三者是相辅相成的。大数据根植于云计算，大数据分析的很多技术都来自云计算，云计算的分布式数据存储和管理系统(包括分布式文件系统和分布式数据库系统)提供了海量数据的存储和管理能力，分布式并行处理框架MapReduce提供了海量数据分析能力。如没有这些云计算技术作为支撑，大数据分析就无从谈起。反之，大数据为云计算提供了“用武之地”，没有大数据这个“练兵场”，云计算技术再先进，也不能发挥它的应用价值。物联网的传感器源源不断产生的大量数据，构成了大数据的重要数据来源，如果没有物联网的飞速发展，就不会带来数据产生方式的变革(即由人工产生阶段转向自动产生阶段)，大数据时代也不会这么快就到来。同时，物联网需要借助云计算和大数据技术，实现物联网大数据的存储、分析和处理。
可以说，云计算、大数据和物联网三者已经彼此渗透、相互融合，在很多应用场合都可以同时看到三者的身影。在未来，三者会继续相互促进、相互影响，更好地服务于社会生产和生活的各个领域。
1.7  本 章 小 结
本章介绍了大数据的基本概念，并指出信息科技的不断进步为大数据时代提供了技术支撑，数据产生方式的变革促成了大数据时代的来临。大数据具有数据量大、数据类型繁多、处理速度快、价值密度低等特点，统称“4V”。大数据对科学研究、思维方式、社会发展、就业市场和人才培养等方面都产生了重要的影响，深刻理解大数据的这些影响，有助于人们更好地把握学习和应用大数据的方向。大数据在制造、金融、汽车、互联网、餐饮、电信、能源、物流、城市管理、生物医学、体育和娱乐等在内的社会各个行业/领域都得到了广泛的应用，深刻地改变着人们的社会生产和日常生活。大数据并非单一的数据或技术，而是数据和大数据技术的综合体。大数据技术主要包括数据采集、数据存储和管理、数据处理与分析、数据安全和隐私保护等几个层面的内容。大数据产业包括IT基础设施层、数据源层、数据管理层、数据分析层、数据平台层和数据应用层，在不同层面都已经形成了一批引领市场的技术和企业。本章最后介绍了云计算和物联网的概念和关键技术，并阐述了大数据、云计算和物联网三者之间的区别与联系。
习    题
1. 简述第三次信息化浪潮发生的背景、标志及其代表性企业。
2. 大数据时代的技术支撑主要体现在哪三个方面？请简要列举。
3. 人类数据产生方式经历了哪三个阶段？各阶段的核心特征是什么？
4. 麦肯锡定义的大数据“4V”特征是什么？请用简短语句分别说明。
5. 大数据计算模式可归纳为哪四类？每类各举一种代表性开源产品。
6. 简述云计算的三种服务模式(IaaS、PaaS、SaaS)的核心区别。
7. 物联网四层技术架构分别是什么？各层在系统中的作用是什么？
8. 为什么说“物联网既是大数据的重要数据源，又依赖云计算与大数据技术”？请用 3 句话简要说明。
第2章

数据采集方法
大数据采集是大数据处理流程的第一步。数据是大数据处理的基础，数据的完整性和质量直接影响着大数据处理的结果。若缺乏足够完整且高质量的数据，便难以获得理想的大数据处理结果。目前，大数据发展的瓶颈之一就是无法采集到高质量的信息，所以，大数据采集是大数据处理中很关键的一步。本章首先介绍大数据的分类和数据源的分类，然后介绍每类数据源的采集方法和采集工具。
2.1  大数据采集概述
大数据采集是指从传感器和智能设备、企业在线系统、企业离线系统、社交网络和互联网平台等获取数据的过程。这些数据涵盖RFID数据、传感器数据、用户行为数据、社交网络交互数据及移动互联网数据等多种类型的结构化、半结构化及非结构化海量数据。这些数据不但数据源种类多，数据类型繁杂，数据量大，并且数据产生的速度快，传统的数据采集方法完全无法胜任。所以，大数据采集技术面临着许多技术挑战，一方面需要保证数据采集的可靠性和高效性，同时还要避免重复数据。
2.1.1  大数据分类
传统的数据采集来源单一，且存储、管理和分析的数据量也相对较小，大多采用关系型数据库和并行数据库即可处理。传统并行数据库技术虽追求高度一致性和容错性，但在可用性和扩展性方面存在不足。
在大数据体系中，数据不仅源自传统企业系统和早期互联网平台，还广泛产生于云服务、边缘设备、物联网传感器、开放API接口及区块链网络等新型环境。依据数据生成方式和应用场景，现代大数据可分为以下五类。
(1)
业务数据：如客户关系数据、交易记录、库存状态等，通常存储在关系型数据库或云数据仓库中。
(2)
机器与传感器数据：包括工业物联网设备、智能仪表、环境传感器等产生的时序数据，具备高频率、高并发的特点。
(3)
内容与媒体数据：涵盖文本、图像、音频、视频等非结构化数据，常见于社交媒体、数字媒体平台和内容管理系统。
(4)
行为数据：包括用户在Web端、移动端、小程序等平台上的点击流、会话日志、交互事件等，用于用户行为分析和体验优化。
(5)
外部与开放数据：如政府开放数据、第三方数据服务、API接口数据、网络公开数据等，常用于数据融合与增强分析。
大数据的主要来源也拓展为以下几类。
(1)
企业系统：包括ERP、CRM、SCM等，以及云原生SaaS应用(如Salesforce、Shopify)。
(2)
物联网与边缘设备：如工业传感器、智能家居设备、车载系统等。
(3)
互联网与移动应用：包括电商平台、社交媒体、内容分发网络(CDN)、小程序等。
(4)
云平台与API服务：如AWS Kinesis、Google Pub/Sub、第三方数据接口等。
(5)
公共与开放数据源：如政府数据门户、数据市场、学术数据集等。
这些数据源不仅类型多样，而且在数据结构、产生速度、数据质量等方面存在显著差异，对大数据采集技术提出了更高要求。
在大数据体系中，数据源与数据类型的关系如图 2-1 所示。大数据系统从传统企业系统中获取相关的业务数据。机器系统产生的数据分为两大类：一类是通过智能仪表和传感器获取行业数据，例如，公路卡口设备获取的车流量数据，智能电表获取的用电量等；另一类是通过各类监控设备获取人、动物和物体的位置和轨迹信息。互联网系统会产生相关的业务数据和线上行为数据，例如，用户的反馈和评价信息，用户购买的产品和品牌信息等。社交系统会产生大量的内容数据(如博客与照片等)，以及线上行为数据。
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图2-1  数据源与数据类型的关系
综上所述，大数据采集与传统数据采集存在显著差异。从数据源方面来看，传统数据采集的数据源单一，就是从传统企业的客户关系管理系统、企业资源计划系统及相关业务系统中获取数据，而大数据采集还需要从社交系统、互联网系统及各种类型的机器设备上获取数据。从数据量方面来看，互联网系统和机器系统产生的数据量要远远大于企业系统的数据量。从数据结构方面来看，传统方式采集的数据都是结构化数据，而大数据采集需要采集大量的视频、音频、照片等非结构化数据，以及网页、博客、日志等半结构化数据；从数据产生速度来看，传统方式采集的数据几乎都是由人工操作生成的，远远慢于机器生成数据的效率。因此，传统数据采集的方法和大数据采集的方法也有根本区别。
2.1.2  数据库采集
传统企业通常采用关系型数据库(如MySQL、Oracle、PostgreSQL)来存储业务数据。随着数据规模的扩大和类型的增多，NoSQL数据库(如MongoDB、Redis、Cassandra)和NewSQL数据库(如TiDB、CockroachDB)也在半结构化和分布式场景中得到广泛应用。
在大数据采集过程中，数据库采集不仅包括直接连接数据库导出数据，还会运用变更数据捕获(CDC)技术。该技术通过监听数据库日志(如MySQL的binlog)来实时捕获数据变动，并借助Debezium、Canal等工具将数据同步到消息队列或数据湖中。
此外，云服务商提供了多种托管型数据采集服务，如AWS DMS(Database Migration Service)、Azure Data Factory、Google Cloud Dataflow等，这些服务支持跨云、跨数据库的实时与批量数据集成，极大地降低了采集系统的运维复杂度。
2.2  系统日志采集
许多公司的平台每天都会产生大量的日志，并且一般为流式数据，如搜索引擎的PV(访问量)和查询等。处理这些日志需要特定的日志系统，这些系统需要具有以下特征。
(1)
构建应用系统和分析系统的桥梁，并将它们之间的关联解耦。
(2)
支持实时的在线分析系统和分布式并发的离线分析系统。
(3)
具有高可扩展性，也就是说，当数据量增加时，可以通过增加节点进行水平扩展。
目前使用最广泛的、用于系统日志采集的海量数据采集工具有Hadoop的Chukwa、Apache Flume、Facebook的Scribe和LinkedIn的Kafka等。这些工具均采用分布式架构，能满足每秒数百MB的日志数据采集和传输需求。本节以Flume系统为例对系统日志采集方法进行介绍。
2.2.1  Flume基本概念
Flume是一个高可用、高可靠、分布式的海量日志采集、聚合和传输系统。Flume支持在日志系统中定制各类数据发送方，用于收集数据。同时，Flume具备对数据进行简单处理，并写到各种数据接收方(如文本、HDFS、HBase等)的能力。
Flume的核心是把数据从数据源(Source)收集过来，然后将收集到的数据送到指定的数据目的地(Sink)。为了保证输送的过程一定成功，在送到目的地之前，先将数据缓存到数据管道(Channel)，待数据真正到达目的地后，Flume再删除缓存的数据，如图2-2所示。
Flume的数据流由事件(Event)贯穿始终，在数据传输过程中，Flume使用事件将数据封装起来传输，事件是Flume传输数据的基本单位。如果是文本文件，事件通常是一行记录。事件携带日志数据并且携带头信息，这些事件由Agent外部的数据源生成。当Source捕获事件后会进行特定的格式化，然后Source会把事件推入单个或多个Channel中。Channel可以看作一个缓冲区，它将保存事件直到Sink处理完该事件。Sink负责持久化日志或者把事件推向另一个Source。
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图2-2　Flume的基本概念
2.2.2  Flume使用方法
Flume的用法很简单，主要是编写一个用户配置文件。在配置文件中描述Source、Channel与Sink的具体实现，而后运行一个Agent实例。在运行Agent实例的过程中会读取配置文件的内容，这样Flume就会采集到数据。Flume提供了大量内置的Source、Channel和Sink类型，而且不同类型的Source、Channel和Sink可以进行灵活组合。
配置文件的编写原则如下。
(1)
从整体上描述Agent中Sources、Sinks、Channels所涉及的组件。
#Name the components on this agent

al. sources  = r1 

al. sinks = k1 

al. channels  = c1
(2)
详细描述Agent中每一个Source、Sink与Channel的具体实现，即需要指定Source到底是什么类型，是接收文件的、接收HTTP的，还是接收Thrift的；对于Sink，需要指定结果是输出到HDFS中，还是HBase中，等等；对于Channel，需要指定格式是内存、数据库，还是文件等。
al. channels  =c1 #Describe/configure the source

al. sources. r1. type  =  netcat

al. sources. r1. bind  =  localhost

al. sources. r1. port  = 44444 

# Describe the sink

al. sinks. k1. type  =  logger

#Use a channel which buffers events in memory

al. channels. cl. type  =  memory

al. channels. cl. capacity  =1000 

al. channels. cl. transactionCapacity  = 100
(3)
通过Channel将Source与Sink连接起来。

# Bind the source and sink to the channel 

al. sources. r1. channels  =c1 

al. sinks. kl. channel  =cl

(4)
启动Agent的shell操作。
flume-ng agent  -n  al  -c ../conf  -f ../conf/exam 

ple.file  \

-Dflume. root. logger=DEBUG, console
参数说明如下。
“-n”指定Agent的名称(与配置文件中代理的名字相同)。
“-c”指定Flume中配置文件的目录。
“-f”指定配置文件。
“-Dflume.root.logger=DEBUG,console”设置日志等级。
2.2.3  Flume应用案例
NetCat Source应用可监听一个指定的网络端口，即只要应用程序向这个端口写数据，该Source组件就可以获取到信息。其中，Sink使用logger类型，Channel使用内存(Memory)格式。
(1)
编写配置文件。
\# Name the components on this agent

al. sources = r1 

al. sinks = k1 

al. channels = cl

\# Describe/configure the source

al. sources. r1. type = netcat

al. sources. r1. bind = 192.168 .80 .80 

al. sources. rl. port = 44444 

# Describe the sink

al. sinks. k1. type = logger

# Use a channel which buffers events in memory

a1. channels. cl. type = memory

al. channels. cl. capacity = 1000 

al. channels. cl. transactionCapacity = 100 

\# Bind the source and sink to the channel

al. sources. r1. channels = c1 

al. sinks. kl. channel = cl
该配置文件定义了一个名字为a1的Agent，同时定义了一个Source在端口44444监听数据，一个Channel使用内存缓存事件，一个Sink把事件记录在控制台。
(2)
启动Flume Agent a1服务端。
$ flume-ng agent -n al -c  ../conf -f . . / co

nf/netcat. conf \

-Dflume.root. logger=DEBUG, console
(3)
使用Telnet发送数据。
以下代码的作用是从另一个终端使用Telnet通过端口44444给Flume发送数据。
$  telnet localhost 44444

Trying 127. 0.0.1...

Connected to localhost. localdomain (127.0.0.1).

Escape character is '^]'.

Hello world! <ENTER>

 OK
(4)
在控制台上查看Flume收集到的日志数据。
17/06/19 15:32:19 INF0 source. NetcatSource: Sourc e starting

17/06/19 15:32:19 INF0 source. NetcatSource: Creat ed serversocket:sun. nio. ch.

ServerSocketChanne  1 Imp1[/ 127.0 .0 .1: 44444] 

17/06/19 15:32:34 INF0 sink. LoggerSink: Event: {

headers: {} body: 4865 6C 6C 6F 20

77 6F 72 6C 6421 0D         Hello world!. }

2.2.4  日志采集的目的
1. 采集浏览器的页面日志
页面浏览日志采集：记录浏览数(Page View，PV)和访客数(Unique Visitor，UV)。通过在HTML文档中嵌入日志采集节点，当浏览器解析到该节点时，会自动向日志采集服务器发送HTTP请求，从而确认页面已被成功接收和打开。
采集—发送—收集—解析存档过程如下。
(1)
客户端日志采集。开发人员可以在开发时手动嵌入JavaScript脚本，或由业务服务器在响应请求时动态执行。
(2)
客户端日志发送。采集脚本执行后，向日志服务器发送请求，可以立即或延迟(个别情况)发送。
(3)
服务端日志收集。日志服务器接收到请求后，会回复成功的响应，同时将日志内容写入一个缓存区，并创建浏览器日志对象。
(4)
服务器端日志解析存档。服务器接收到的日志进入缓存区后，根据日志处理程序的逻辑进行解析，完成后转存入标准日志文件，并转入实时消息通道，供后端程序进一步处理。
2. 采集页面交互日志
交互日志的采集以技术服务的形式呈现，依托基于HTTP协议的日志服务“黄金令箭”。
(1)
业务方注册：通过“黄金令箭”元数据管理系统注册要采集的交互日志业务、场景、采集点并生成日志采集代理模板。
(2)
业务方植入代码：将交互日志采集代码植入目标页，并与交互行为绑定。
(3)
用户操作触发：在指定页面操作时，采集代码与业务互动代码一起执行和触发。
(4)
日志发送：采集完成后，通过HTTP协议将日志发送到日志收集服务器，原则上只转存，不解析。
最后业务方自行按需处理，并与PV日志做关联分析。经过解析处理后的日志并不直接提供给下游使用，对于非实时场景，一般需要进行离线预处理。
3. 采集无线客户端的日志
该日志的目的是服务开发者，分析设备信息。同时可以了解用户行为、优化产品、提升用户体验。
事件(基于用户行为划分)是无线客户端日志行为的最小单位，分为页面事件(同浏览器页面)和控件点击事件(同交互日志)。
(1)
页面事件：记录设备及用户的基本信息、被访问页面信息(如商品ID、店铺ID等)以及页面的来源，用于还原用户完整的访问行为。
实现方式为：页面展现、页面退出的接口方法需成对使用；页面扩展信息的接口在离开页面前为页面添加相关参数，在前两个接口上使用。

(2)
控件点击事件：记录设备、用户信息，以及控件所在页面名称、控件名称、业务参数等。
(3)
其他事件：即根据业务场景自定义事件，包括事件名称、时长、属性、对应页面等信息。
2.2.5  日志采集过程
日志采集系统通常由三个核心部分构成。
(1)
日志采集模块：提供多种日志采集方式。
(2)
日志存储与分析模块：实现日志的统一存储和定制化场景分析。
(3)
结果应用模块：通过服务接口或管理功能，将分析结果提供给应用使用。
完整的日志采集流程如下。
(1)
采集到的日志通过在线或离线方式传输至消息队列。
(2)
日志服务应用从队列中提取数据并存储。
(3)
根据分析需求定制自动化作业任务，完成数据的抽取、转换和统计。
(4)
最终结果写入关系型数据库。
1. 日志采集方式
系统支持三种灵活的采集方案。
1)
WebAPI方式
(1)
基于HTTP协议的RESTful接口。
(2)
主要应用于移动端、微信公众号等场景。
(3)
可与API网关集成，适用于少量日志采集。
2)
Service Proxy方式
(1)
封装log4.net和消息队列客户端。
(2)
提供统一的日志记录接口。
(3)
支持本地存储和实时发送双模式。
3)
LCClient方式
(1)
客户端批量采集日志并发送至LCServer。
(2)
基于TCP协议和NIO框架，支持高并发。
(3)
服务端将数消息队列
2. 日志存储与分析架构
日志存储与分析架构采用表2-1所示的五层架构设计。
表2-1  五层架构设计
	组件
	技术选型
	核心功能

	消息队列
	RabbitMQ/Kafka
	缓冲高并发日志数据

	日志接收服务
	LCServer
	接收客户端批量数据

	日志存储
	ElasticSearch
	支持PB级数据存储和快速查询

	任务调度
	Quartz.net
	定时执行ETL作业

	结果存储
	MySQL
	结构化存储分析结果


关键技术考量：
(1)
ElasticSearch的分布式特性支持上百节点集群。
(2)
Quartz.net提供可靠的作业调度能力。
(3)
MySQL主从复制保障查询性能。
3. 分析结果应用
日志采集过程分析结果的应用场景及实现方式可归纳为以下两种主要形式，以满足不同用户群体的技术栈和使用习惯。
(1)
标准化服务接口方式。
系统设计了符合现代架构规范的RESTful API接口体系，为业务系统集成提供高扩展性接入方案。该接口层遵循无状态设计原则，支持OAuth2.0认证机制，能灵活适配各类业务系统的调用需求，涵盖实时数据获取、历史日志检索、分析结果订阅等功能模块。接口响应格式严格遵循JSON标准，并附有完善的Swagger文档说明，便于第三方开发人员快速实现系统对接。同时，支持横向扩展的负载均衡架构，保障高并发场景下的服务稳定性。
(2)
一体化管理功能方案。
系统内置高性能日志查询分析引擎模块，以Elasticsearch为底层存储架构，结合自定义查询语法解析器，实现毫秒级多维度日志检索。管理界面采用React框架构建的前后端分离架构，提供仪表盘定制、智能告警配置、可视化分析等开箱即用的功能组件，用户可通过直观的GUI界面完成复杂的日志分析工作流。该模块设计了基于RBAC模型的权限控制系统，支持细粒度操作权限分配，内置审计日志功能以满足企业级安全合规要求，还提供定期自动生成分析报告等增值服务。
2.3  网络数据采集方法
网络数据采集是指通过网络爬虫或网站公开API等方式从网站上获取数据信息。该方法可以将非结构化数据从网页中抽取出来，将其存储为统一的本地数据文件，并以结构化的方式存储。它支持图片、音频、视频等文件或附件的采集，附件与正文可以自动关联。
在互联网时代，网络爬虫能为搜索引擎提供最全面和最新的数据。在大数据时代，网络爬虫更是从互联网上采集数据的有力工具，目前已经知道的各种网络爬虫工具已有上百个。网络爬虫工具可以分为以下3类。
(1)
分布式网络爬虫工具，如Nutch。
(2)
Java网络爬虫工具，如Crawler4j、WebMagic、WebCollector。
(3)
非Java网络爬虫工具，如Scrapy(基于Python语言开发)。
本节首先对网络爬虫的工作原理和工作流程进行简单介绍，然后对网络爬虫爬取策略进行讨论，最后对典型的网络工具进行描述。
2.3.1  网络爬虫工作原理
网络爬虫是一种按照一定的规则自动爬取Web信息的程序或者脚本。Web网络爬虫可以自动采集所有能够访问到的页面内容，为搜索引擎和大数据分析提供数据来源。从功能上来讲，爬虫一般有数据采集、处理和存储3部分功能，如图2-3所示。
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图2-3  网络爬虫工作原理
网页中除了包含供用户阅读的文字信息外，还包含一些超链接信息。网络爬虫系统正是通过网页中的超链接信息不断获得网络上其他网页的信息。网络爬虫从一个或若干初始网页的URL开始，获得初始网页上的URL。在爬取网页的过程中，不断从当前页面上抽取新的URL放入队列，直到满足系统的停止条件。
网络爬虫系统一般会选择一些比较重要的、出度(网页中外链数量)较大的网站URL作为种子URL集合。网络爬虫系统以这些种子集合作为初始URL，开始数据的爬取。因为网页中含有链接信息，通过已有网页的URL会得到一些新的URL。可以把网页之间的指向结构视为一个森林，每个种子URL对应的网页是森林中的一棵树的根节点，这样网络爬虫系统就可以根据广度优先搜索算法或者深度优先搜索算法遍历所有的网页。由于深度优先搜索算法可能会使爬虫系统陷入一个网站内部，不利于搜索比较靠近网站首页的网页信息，因此，一般采用广度优先搜索算法采集网页。
网络爬虫系统首先将种子URL放入下载队列，并从队首取出一个URL下载其对应的网页，得到网页的内容并将其存储后，经过解析网页中的链接信息可以得到一些新的URL。然后，系统根据一定的网页分析算法过滤掉与主题无关的链接，保留有用的链接并将其放入等待爬取的URL队列。最后，系统取出一个URL，对其对应的网页进行下载和解析，如此反复，直到遍历了整个网络或者满足某种条件后才会停止。
2.3.2  网络爬虫工作流程
网络爬虫的基本工作流程如图2-4所示。
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图2-4  爬虫工作流程
(1)
选取一部分种子URL。
(2)
将这些URL放入待爬取URL队列。
(3)
从待爬取URL队列中取出待爬取URL，解析DNS，得到主机的IP地址，并将URL对应的网页下载下来，存储到已下载网页库中。同时，将这些URL放进已爬取URL队列。
(4)
分析已爬取URL队列中的URL，分析其中的其他URL，并且将这些URL放入待爬取URL队列，从而进入下一个循环。
2.3.3  网页搜索策略
Google和百度等通用搜索引擎爬取的网页数量通常都是以亿为单位的。面对如此众多的网页，通过何种方式才能使网络爬虫尽可能地遍历所有网页，从而尽可能地扩大网页信息的爬取覆盖面，这是网络爬虫系统面对的一个很关键的问题。在网络爬虫系统中，爬取策略决定了爬取网页的顺序。
从互联网的结构来看，网页之间通过数量不等的超链接相互连接，形成一个彼此关联、庞大复杂的有向图。如图2-5所示，如果将网页看成图中的某一个节点，而将网页中指向其他网页的链接看成这个节点指向其他节点的边，那么很容易将整个互联网上的网页建模成一个有向图。理论上讲，通过遍历算法遍历该图，可以访问到互联网上几乎所有的网页。
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图2-5  网页关系模型图
从爬虫的角度对互联网进行划分，可以将互联网的所有页面分为5个部分：已下载未过期网页、已下载已过期网页、待下载网页、可知网页和不可知网页，如图2-6所示。
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图2-6  网页分类
爬取到本地的网页实际上是互联网内容的一个镜像与备份。互联网是动态变化的，当一部分互联网上的内容发生变化后，爬取到本地的网页就过期了。所以，已下载的网页分为已下载未过期网页和已下载已过期网页两类。
待下载网页是指待爬取URL队列中的那些页面。可知网页是指还没有爬取下来，也没有在待爬取URL队列中，但是可以通过对已爬取页面或者待爬取URL对应页面进行分析，从而获取到的网页。此外，还有一部分网页，网络爬虫是无法直接爬取下载的，称为不可知网页。
本节重点介绍几种常见的爬取策略。
1. 通用网络爬虫
通用网络爬虫又称全网爬虫，是指爬行对象从一些种子URL扩展到整个Web，主要为门户站点搜索引擎和大型Web服务提供商采集数据。为提高工作效率，通用网络爬虫会采取一定的爬行策略。常用的爬行策略有深度优先策略和广度优先策略。
1)
深度优先策略
深度优先策略是指网络爬虫会从起始页开始，一个链接一个链接地跟踪下去，直到不能再深入为止。网络爬虫在完成一个爬行分支后，返回到上一链接节点进一步搜索其他链接。当所有链接遍历完后，爬行任务结束。这种策略比较适合垂直搜索或站内搜索，但爬行页面内容层次较深的站点时会造成资源的巨大浪费。
在深度优先策略中，当搜索到某一个节点时，这个节点的子节点及该子节点的后继节点全部优先于该节点的兄弟节点，深度优先策略在搜索空间时会尽量地往深处去，只有找不到某节点的后继节点时才考虑它的兄弟节点。这样的策略就决定了深度优先策略不一定能找到最优解，并且由于深度的限制甚至找不到解。如果不加限制，搜索就会沿着一条路径无限制地扩展下去，这样就会“陷入”死循环。一般情况下，使用深度优先策略都会选择一个合适的深度，然后反复搜索，直到找到解，这样搜索效率就提高了。所以深度优先策略一般在搜索数据量比较小的时候才使用。
2)
广度优先策略
广度优先策略按照网页内容目录层次深浅来爬行页面，处于较浅目录层次的页面首先被爬行。当同一层次中的页面爬行完毕后，爬虫再深入下一层继续爬行。
由于广度优先策略是对第N层的节点扩展完成后才进入第N+1层的，所以可以保证以最短路径找到解。这种策略能够有效地控制页面的爬行深度，避免遇到无穷深层分支时无法结束爬行的问题，实现方便，无须存储大量中间节点，不足之处在于需较长时间才能爬行到目录层次较深的页面。如果搜索时分支过多，也就是节点的后继节点太多，这种策略就会使算法耗尽资源，致使在可以利用的空间内找不到解。
2. 聚焦网络爬虫
聚焦网络爬虫又称主题网络爬虫，是指选择性地爬行那些与预先定义好的主题相关的页面的网络爬虫。
1)
基于内容评价的爬行策略
De Bra将文本相似度的计算方法引入网络爬虫中，提出了Fish Search算法。该算法将用户输入的查询词作为主题，包含查询的页面被视为与主题相关的页面，其局限性在于无法评价页面与主题相关度大小。
Herseovic对Fish Search算法进行了改进，提出了Shark Search算法，即利用空间向量模型计算页面与主题的相关度大小。这是基于连续值计算链接价值的方法，它不但可以计算出哪些爬取的链接与主题相关，还可以得到相关度的量化大小。
2)
基于链接结构评价的爬行策略
网页不同于一般文本，它是一种半结构化的文档，包含了许多结构化的信息。网页不是单独存在的，页面中的链接指示了页面之间的相互关系，基于链接结构的搜索策略模式利用这些结构特征来评价页面和链接的重要性，以此决定搜索的顺序。其中，PageRank算法是这类搜索策略模式的代表。
PageRank算法的基本原理是：如果一个网页多次被引用，则可能是很重要的网页；如果一个网页没有被多次引用，但是被重要的网页引用，则其也有可能是重要的网页。一个网页的重要性被平均地传递到它所引用的网页上。
将某个页面的PageRank值除以存在于这个页面的正向链接数，并将得到的值分别和正向链接所指的页面的PageRank值相加，即得到了被链接页面的PageRank值。如图2-7所示，PageRank值为100的网页把它的重要性平均传递给了它所引用的两个页面，每个页面获得了50，同样PageRank值为9的网页给它所引用的3个页面的每个页面传递的值为3。PageRank值为53的页面的值来源于两个引用了它的页面传递过来的值。
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图2-7  基于链接结构评价的爬行策略
3)
基于增强学习的爬行策略
Rennie和McCallum将增强学习引入聚焦爬虫，利用贝叶斯分类器，根据整个网页文本和链接文本对超链接进行分类，为每个链接页面计算出重要性，从而决定链接页面的访问顺序。
4)
基于语境图的爬行策略
Diligenti等提出了一种通过建立语境图学习网页之间的相关度的爬行策略，该策略可以训练一个机器学习系统，通过该系统可以计算当前页面到相关Web页面的距离，距离近的页面中的链接优先访问。
3. 增量式网络爬虫
增量式网络爬虫是一种专门针对已下载网页进行增量式更新，并仅爬取新产生的或者已经发生变化网页的爬虫工具，它能够在一定程度上保证所爬取的页面尽可能保持最新状态。
增量式网络爬虫有两个目标：保持本地页面集中存储的页面为最新页面和提高本地页面集中页面的质量。为实现第一个目标，增量式网络爬虫需要通过重新访问网页来更新本地页面集的内容，常用的方法有统一更新法、个体更新法和基于分类的更新法。在统一更新法中，网络爬虫以相同的频率访问所有网页，而不考虑网页的改变频率。在个体更新法中，网络爬虫根据个体网页的改变频率来重新访问各页面。在基于分类的更新法中，网络爬虫根据网页改变频率将其分为更新较快网页子集和更新较慢网页子集两类，然后以不同的频率访问这两类网页。为实现第二个目标，增量式网络爬虫需要对网页的重要性排序，常用的策略有广度优先策略、PageRank优先策略等。
4. 深层网络爬虫
网页按存在方式可以分为表层网页和深层网页。表层网页是指传统搜索引擎可以索引的页面，以通过超链接可以到达的静态网页为主。深层网页是那些大部分内容不能通过静态链接获取的，隐藏在搜索表单后的，只有用户提交一些关键词才能获取的网页。
深层网络爬虫体系结构包含6个基本功能模块(爬行控制器、解析器、表单分析器、表单处理器、响应分析器、LVS控制器)和两个爬虫内部数据结构(URL列表和LVS表)。其中，LVS(Label Value Set)表示标签和数值集合，用来表示填充表单的数据源。在爬取过程中，最重要的部分就是表单填写，主要分为两种方式：基于领域知识的表单填写和基于网页结构分析的表单填写。
2.3.4  网页分析算法
网页分析算法可以归纳为基于网络拓扑、基于网页内容和基于文本三种类型。
1. 基于网络拓扑的网页分析算法

1)
网页粒度的分析算法

PageRank 和 HITS 是常见的链接分析算法，二者通过递归计算网页间链接权重并规范化处理，以评估各网页的重要性。PageRank 算法虽考虑了用户访问行为的随机性以及“汇点”网页的存在，但忽略了多数用户访问网页时的明确目的性，即网页和链接与查询主题的相关性。针对此问题，HITS 算法提出了权威型(authority)网页和中心型(hub)网页两个关键概念。

在基于链接的爬取过程中，常出现“隧道现象”，即许多偏离主题的网页可能指向目标网页，这会导致局部评价策略中断当前路径上的爬取行为。为此，有文献提出基于反向链接(BackLink)的分层式上下文模型(Context Model)，用于描述目标网页一定物理跳数范围内的网页拓扑结构，目标网页位于拓扑图中心，称为 Layer 0。该模型根据网页与目标网页的物理跳数将网页划分为不同层次，从外层网页指向内层网页的链接称为反向链接。

2)
网站粒度的分析算法

网站粒度的资源发现和管理策略比网页粒度更简单高效。网站粒度爬虫的关键在于站点划分和站点等级(SiteRank)计算。SiteRank 的计算方法与 PageRank 类似，但需对网站间的链接进行一定抽象，并在特定模型下计算链接权重。

网站划分主要有按域名划分和按 IP 地址划分两种方式。在分布式环境下，通过对同一域名下不同主机或服务器的 IP 地址进行站点划分，构建站点图，并用类似 PageRank 的方法计算 SiteRank。同时，根据不同文件在各站点的分布情况构建文档图，结合 SiteRank 进行分布式计算得到 DocRank。研究表明，采用分布式 SiteRank 计算不仅大幅降低了单机站点的算法成本，还克服了单一站点对整个网络覆盖率有限的缺陷。此外，常见的 PageRank 欺骗手段难以影响 SiteRank，这也是其附带优点。

3)网页块粒度的分析算法

一个网页通常包含多个指向其他页面的链接，但只有部分链接指向主题相关网页，或根据链接锚文本显示其具有较高重要性。然而，PageRank 和 HITS 算法未对这些链接进行区分，常受广告等噪声链接干扰。网页块级别(Block Level)链接分析算法的基本思路是：通过 VIPS 网页分割算法将网页划分为不同的网页块(Page Block)，然后构建网页块之间的链接矩阵，包括从网页到网页块的链接矩阵(记为Z)和从网页块到网页的链接矩阵(记为X)。于是，在网页到网页的图中，网页块级别的 PageRank 表示为 W(p) =X×Z；在网页块到网页块的图中，BlockRank 表示为 W(b) = Z×X。已有研究实现了块级别的 PageRank 和 HITS 算法，实验证明其效率和准确率均优于传统对应算法。

2. 基于网页内容的网页分析算法
基于网页内容的分析算法是指利用网页内容(如文本、数据等资源)的特征，对网页进行评价和分析的算法。网页的内容从原来的以超文本为主，发展到后来动态页面(或称为Hidden Web)以数据为主，后者的数据量为直接可见页面数据量(Publicly Indexable Web，PIW)的400~500倍。另一方面，多媒体数据、Web Service等各种网络资源形式也日益丰富。因此，基于网页内容的分析算法也从原来的较为单纯的文本检索方法，发展为涵盖网页数据抽取、机器学习、数据挖掘、语义理解等多种方法的综合应用。本节根据网页数据形式的不同，将基于网页内容的分析算法，归纳为以下三种：第一种针对以文本和超链接为主的无结构或结构很简单的网页；第二种针对从结构化的数据源(如RDBMS)动态生成的页面，其数据不能直接批量访问；第三种针对的数据界于第一和第二种数据之间，具有较好的结构，显示遵循一定模式或风格，且可以直接访问。
3. 基于文本的网页分析算法
基于文本的网页分析算法很大程度上借用了文本检索技术。文本分析算法可以快速有效地对网页进行分类和聚类，但是由于忽略了网页间和网页内部的结构信息，很少单独使用。
2.3.5  网络爬虫框架
Scrapy是一个为了爬取网站数据、提取结构性数据而编写的应用框架，可以应用在包括数据挖掘、信息处理或存储历史数据等一系列的程序中。
Scrapy的整体架构由Scrapy引擎(Scrapy Engine)、调度器(Scheduler)、下载器(Downloader)、爬虫(Spiders)和数据项管道(Item Pipeline)5个组件组成。图2-8展示了各个组件的交互关系和系统中的数据流。
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图2-8  Scrapy架构
Scrapy的架构由以下5个组件和2个中间件构成。
(1)
Scrapy引擎(Scrapy Engine)：整个系统的核心，负责控制数据在整个组件中的流动，并在相应动作发生时触发事件。
(2)
调度器(Scheduler)：管理Requests请求的出入栈，去除重复的请求。调度器从Scrapy引擎接收请求，并将请求加入请求队列，以便在后期需要时提交给Scrapy引擎。
(3)
下载器(Downloader)：负责获取页面数据，并通过Scrapy引擎提供给网络爬虫。
(4)
网络爬虫(Spiders)：Scrapy用户编写的用于分析结果并提取数据项或跟进的URL的类。每个爬虫负责处理一个(或者一组)特定网站。
(5)
数据项管道(Item Pipeline)：用于处理被爬虫提取出的数据项。典型的处理方法有数据清理、验证及持久化存储。
(6)
下载器中间件(Downloader Middlewares)：引擎和下载器之间的特定接口，处理下载器传递给引擎的结果。其通过插入自定义代码来扩展下载器的功能。
(7)
爬虫中间件(Spider Middlewares)：是引擎和爬虫之间的特定接口，用来处理爬虫的输入，并输出数据项。其通过插入自定义代码来扩展爬虫的功能。
Scrapy中的数据流由Scrapy引擎控制，整体的流程如下。
(1)
Scrapy引擎打开一个网站，找到处理该网站的爬虫，并询问爬虫第一次要爬取的URL。
(2)
Scrapy引擎从爬虫中获取第一次要爬取的URL，并以Request方式发送给调度器。
(3)
Scrapy引擎向调度器请求下一个要爬取的URL。
(4)
调度器返回下一个要爬取的URL给Scrapy引擎，Scrapy引擎将URL通过下载器中间件转发给下载器。
(5)
下载器下载给定的网页，下载完毕后，生成一个该页面的结果，并将其通过下载器中间件发送给Scrapy引擎。
(6)
Scrapy引擎从下载器中接收到下载结果，并通过爬虫中间件发送给爬虫进行处理。
(7)
爬虫对结果进行处理，并返回爬取到的数据项及需要跟进的新的URL给Scrapy引擎。
(8)
Scrapy引擎将爬取到的数据项发送给数据项管道，将爬虫生成的新的请求发送给调度器。
(9)
从步骤(2)开始重复，直到调度器中没有更多的请求，Scrapy引擎关闭该网站。
2.4  本 章 小 结  
数据采集是大数据处理的第一步，也是很关键的一步，因为数据是大数据处理的基础，数据的完整性和质量对大数据处理的结果有着决定性的影响。本章首先介绍了新数据源的种类，以及数据源与数据类型的关系；然后讲解了针对数据类型的4类大数据采集的方法，包括数据库采集、系统日志采集、网络数据采集和感知设备数据采集；最后分别对系统日志采集方法和网络数据采集方法进行了详细介绍，并讲解了典型的大数据采集系统，还通过实例描述了如何使用这些系统完成大数据采集任务。
习    题
1. 大数据采集方法有哪几大类？分别用来采集哪类数据？
2. 系统日志采集方法需要具有哪些特征？
3. 常用的系统日志采集系统有哪些？各自有什么特点？
4. 网络数据采集的主要功能是什么？
5. 常用的网络采集系统有哪些？各自有什么特点？
6. 请简述网络爬虫的工作原理和工作流程。
7. 网络爬虫的爬取策略有哪几大类？各自的主要策略是什么？


