E3IH
BHEMMA T E6EEM
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¥ HERREARGBNA M. BIhMEARZH, FETHRSAEELANT
B REA S FERE AR, X SR R SEILTE N R G AR R (OB LA

B AN TR RE Al ) B 2 Py R AR AL AR 2 S AR N 4 5 . HLAR = ) R A IR
B TR B SRR S =K B B ST T oy SR [ A () R SR AR, G B
o1 T RIS BTSSR, SR o) 32 28 T 0 75 8 5 PR i A7 58 LI R 55
FNPE ) WG PRI Ao 2208 X 248 T S — o077 N\ 1 28 76 AR SR BRI T B ABE 2R, L mT DLIE I 2%
SYRERCE S &R, T SE B A 5328, BIE . JRBEATSs . WA M4 2 SEILEE
SRR, SERRRL AR A TR ARG I AT W ) (e ZRE E TSSO B
B 2] SRR AEATSS) LLA SRS =) (RSB IS5

KREWHEHRELEANRGH S5 N TR G ERENREIFNAN A B, XL
H SR s ORI IR SR AR D I E BN, A E A 5SEW B . G, NMASRIER
R FE AL B 2 ) b A S AR R 0. 25, S SEAETE T LR SN T 45 X 4%
BRI S50 5 TARJRBE, QFEIEI PR ML KA HIHCIZ L A RO BT 9 4% B3 7= L
o Ba, B ME RIS I ONEN T — AN e N S B T ) R, DA 523 5 41l
PEARTTIR N A

3.2 HBRFEIEM

AN E B AP I R AR S DR SR S ) vk I S S e I o
2o FEREAREEERSy, S AbLas 2 S8 LA H RS ACRTE s 78 1B 2 I AN e 2 21 3
G G A G MR R — S R I AR S B
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3.2.1 EAHEE

1. HBRFI =8

HLE85 > (machine learning) A& — 1B 58 Wife] F) B £ Hs A1 507 vk 208 R Ak RE 1 2%
Ble B—MEE 3 NER: BB (model). FKEE (strategy) MEE (algorithm),

R T e SR AT P A A

TREE: 2 S1d AR b TR AR A 25 v T

BiE: iR p A ) B AR ST

2. %R MK FALEIE

Wk WIRAIIER R R WA 3.1 Fios.

3.1 gk, WKAIEIERIXF

TRV AS [F] SRS AN, ARG N s, SUAT L B BRI . Horp, 57
IR NINER (training), FREFIESEFCAINLGEIE (training data) , YIZREHE IR
AFRRINGHER (training sample), WZFEARKIEGFRAMLE (training set).

plipORII| EZX G E2ID Rich R IR ER it DA I VAR € R T YR i s R U et P O]
HREFONINR (testing), FT-MHAM BT MR BIHE (testing data), WEEE T A
AFNMIRFER (testing sample), WAFERFILE ST AMINEE (testing set).

ENGREREY, AFAE— D RGUERE, XIS REEARNIE (validation). JiEZTRAEIZRL
R, A AN R T I0 ZREE I B SR HEAT K, JRARHE U 45 SR AT 2 B0 B RIS 2 gk ¢ 1) i
Feo H, HTIRUEMEEEEFCONIIES (validation set).

3. REUFfEFIRE

MR G, w5 EOR AR T A S 5 B A I st tH EAT X, XA I RO B
o T, BT SRR TN A S AR B S R T E R RRNIRE (error), TEIZREE I
IR ZFNINLIRZE (training error) BREIGIRZE (empirical error), FEMEE LHRZE N
MIRIRZE (testing error), FEFFEAR LHIREFAIZHIRE (generalization error).

4. BIREFHER

NZREE . MASEMIGUEEE = F M B T HLAR 7 2 P e BE BB ER (data set). Bl ERHIHEA
FALFRNAEAR (sample) B7Rfl (instance), ‘& HH Tk B SMHRMICFKA R, XMCFH
FRANBM (attribute) BUFHE (feature), J&IHHIHUEFRABME(E (attribute value), fEHRLL
THOLT, FEAT] Rea iy A 0 B 1 B il s, X MO FRARREE R EHRE (label). 1E
ATHE A RS T, AR ISR & S AR E R, TS A EFES)

2=
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(supervised learning) FIFTLHEE ] (unsupervised learning). H A1, YIZGEHE & HARILEE
HIBILAS 27 ST TR O B 2 20, B A S hRic 5 BN 5 S T iERR N e B 721 .

2,

3.2.2 WE¥

B S H bR A PR CE B IIZREEE RIS B s A0 X B2 A it 2 R el
“FRRET) R ARTHIN CRHE) St bR%8) Z R RBAYL, I 5 A ZAR AL 25 Tl
Frm BRI o XM — O R R B R R .

RREH: Y = f(X).

FHBESH: PY[X),

Horr, XORY 23500 i N AL B A HH AR B

33 (classification) FIEYT (regression) J& Wi B 5 > KW I #1455 o

(1) o3 LR Y BARAEHUER, 2B RS R/ 2K @ B, %
AN X AL A, W DU BN ARYE 0 KREEE, W MBS RIS N
RKio) ML oy IiElE . — IR RR IR I PR, 20 I RBINAEAE 2 A AR 73
FFI

(2) @Y3: FIHEEBNRMAZE X MR Y ZEBRR, Renldin b2 A
AR R WAL RN, TSRS 7 h— e EY3M S ey, K, —
JCIRHEAMAZ R JG —A, MEZThHRMAZEG 2. FR, BAES AT ARG A
A 5 AR B2 TA) R Ok SRR A0y et Bl YA AR L M B3

T e S B ) B

1. LM EAFEE

MR (linear regression) BIEZ —FhEIAHE, 200 AR @ SLFE 5 Fr G HEA R
PEZ SR R, B

f(x) =wiz) +wazs + - - -+ wpx, + b

Hr, ® 7[RRN = [21,20, -, 2] Ty 21,20, 2 DANFER z 10 n ANEMELRHIUE,
Wi, Wa, -+ Wy, b NEZIMISEL,  f(x) NATIME. HMERZ

flx)=wTx +0
HA, w = [w,wy, -, w,] e

LEPEIRNA ) H br A i MU TIINME S I 2688 D R MEASRE Z (8 iR 2T 7, B

(w*,b") = alzgr{:)inz (f(xi) — v:)°
W, i=1

R, o My 2HNUIGRE D P50 DMFERREXS BRI, f(@;) AR TR 2 [
FHMIAE -
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Al LLE I B /N2 3k5E (ordinary least squares) KA L jn) 8, 244 [BI A SV P A RS
WEE 1 s

BiE 1 APERIAHE LinearRegression(D)
iﬁ)\: Ullé;?‘% D= {(mhyl)v (m27 y2)7 R} (fEm,ym)}

T11 12 - Tin 1
T21  T22 Ton 1
1: /&\ X = .
Tml XTm2 ° Tmn 1
Horb @iy 5« MERRE § MEt
2% y=[yy2 - ym]"
3 HH o = (XTX) ' XTy, Hif " = [w*,b*]T
4: & 3y = [:l:i,l}T

C BRPERARE f(2,) = 27w
it PRI f(2).

(2}

2. MHJLERFIE L

STEJLEET (logistic regression) BiERE—Fr R, FEH TR /IR s,
W oy R AR v € {0,1}, WSO LE BE R Z O BAR R it N8
FERY (logistic function), WL MERVAMFNE - = wTae + b ¥y 0/1 A, FRHAE N
MEER yo

ARG S 2 Fedoh 0/1 18, WIEIRAERN S BAMERE N (unit-step function)

0 ,2<0
y=+< 05 ,2=0
1 ,2>0

XFTEAIB R, FIME 2 > 0 I, HUNIEG]: 2 < 0 B, WA RG): 2 =0 B, 7
KA H Hk . AR, EALBER R B AN RS T RE AR R SRR Sl AR T SR . R,
7 B RE R LA B R R B, SCRE T R LI AT IO B A AR R A ST EULER R BUE R X
T2 A AR AR )
1+e>

FAphHE, XFTREOULER R, SINME 2 > 0 B, HPAIEG] 2 2 <0 B, FRRE]: 4
z=0MW, y MEEHRE.

KN R HTRIME = B o BOLRRBIA B v 25, TERME 2 = wTe + b P
w Al bo W THINEIEE D P y ARESME, TRBHK 0/1 18, KA REE AT 2
PR SR R /s VAT R 10X — BB BENL AR B R Sl R, T DGR AR
AIUARE (maximum likelihood method) ML, FFRTIHEE TREE (gradient descent

y:
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method) B#E 4#7% (Newton method) SFHUE A BVE R B UM . FE TR0 FE T BRI XS
LR BARIEREAR R W EE 2 iR,
Bk 2 SBULRBIASE Logistic Regression(D, «,T)

BN WHEEDEE D = {(z1,11), (®2,92), -, (®m, ym) };
FOIE o ARIREL T

1A & =[x, T = [z, 2z, -, Tin, )T Hl, a2y 25 0 MERKIEE § NE
2: & X = [R1,82, , Bm]

3 2 y=1[yuyz - yml"

4 VPRI ZH w, Hd, @ = [w, b = [wi,ws, -, wn,b]T

5. fort=1,2,--- ;T do

6:  FEEMAE: 2= (21,22, ,zm]T = XTw

7 WEWNME: h=[LF(21),LF(22), - ,LF(zm)], HH, LF() /CERBILRESRL
8 HHEIEEE: grad= XT(h—y)/m

9:  FEHHHSH: @ = W — a*grad

10: end for

11: WL AR () =LF(w" ;)
ik SEULRREEEEE f(2;).

3. RFEWEE

RER (decision tree) BIEBET LT3 2K4E5%, WL T HEIEMES. FNART
DEEFZHRRNEE. WK 3.2 Pivr, /- KRB AERTI R (internal node). A&
(leaf node) MHEMEIA (directed edge) ZHJK-

AEHR: Zon— P Et.

Ma: Zon—1MEA.

Blanh: FoRiieRt—MEE.

RS 1) 5 2] R 2 — AN IR AR, o ARk R L R o B, IR YR R 1t
XNGEAR AT 7%, B RN AT E R AT s 5 2K

s g e I SR Bl £

D ={(z1,41), (®2,92), s (T, Ym) }

N ZREE R R & PEER
A= {a17a27"' 7an}

B, BllgkdE D T B BERR T RAL, IR ANETESE A kI ALk )&
PEVEOIRT o #5E, IRIERXAm Rl et BB R BN T8, £40%0F T A
TR BURER K. ZRYERA FBUEE N —F A L.

URFEAN TR AT IR A IR 28, W T AR, SR E R L T e 3
XF RIS s A RIS A TARANRERE A IE D 7228, AR ey~ HEX] 32 R 3T o M 4R e 5 Y
Aoy JEiE, kST, FFRERIST SAE L. Gt AT T &, EETA IS
PRI 7> AT R, BEE TR A R IR . RETH SR SEASR AR NI 3 R .
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JETEAL

|
|
|
|
A3=a3_1_~A3=a3_2 / A3=a3_3 |
|
|
|

O OO0 10w

2% C3% C4% R :
3.2 RERIRE

Hix 3 hHEMHEE DecisionTree(D,A)
WA WEHEARSE D = {(z1,y1), (T2, 92), (s ym) };
JEMAE A= {a1,a2, - ,an}.
1 AR AN R
if D A FEASLE T2 C then
BT SARC A C B R

2:
3
4: return

5: end if

6: if A=0 or D FHAL A EREEEIME then

7o R ERRIC M R, ORI D T REA SR B2

8: return

9: end if

10: N A HuBURALR) 2 BT o

11: for FNHUE af € a* do

122 ER—FARL, JEHA D AINGEEE D TE o EBUEN of MEEAES
13:  if D; = () then

14: K mbmic A s, BAbRIE N D AR 2 1130

15: return

16:  else

17: PL DecisionTree(D;, A\{a*}) AT 5
18:  end if

19: end for

Mt DUZAT O HTT s BR RS
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4. THEEVNEE

Z#FEIEM (Support Vector Machine, SVM) BEEBE ] LLH T 43 245, thnl LA T[E1A
f£5%. THNALMEADZFEENE L. GEINGHEIRE D = {(x1, 1), (X2,12),+ , (Tim,
ym)}s FH, oy e {1, +1}. BRI wlz + b =0 BEIEMHCEINZGFEAR SR, WA

wha; +b>0,y, = +1
{'wT:ci +0<0,y;, =—1
WL AR e, AT AR E)
wie; +b>+1,y = +1
wlae, +b< —1,y, = —1
RIE, WK 3.3 Pox, FEATAHERE S @ B0 EFH wte+ b =0 MEEN

M 3ZFFEE (support vector) HE N BEE -V M F L M ZREEA i, e1MERX (3.1)
VRS RIS ANIRI R R SO 1) B R T T A BE B 2 AR O 3.3 T oy, B
NiBRE (margin). SCRF A RN O B AR AR SR T A RTEL T, KEARERKER
(maximum margin) #7081, Bl
2

max ——

wb [w]] (3.2)

stoyi(wle; +b0)>1, Vi=1,2,--- 'm

BEAh, R (3.2) SRR TS B S R B LA B AR, B

in 2|
g liw

s.t. yz('wTwZ +b) =1, Vi = 1727”' , M

Ty A
r:wTw-i-b
T Tl 2
AV fwl]
+ ‘
+ )
+
& -
+ & T ¥
\
= = =y=—1
wrz,+b=1 _ - Y ]
w'z;+b=0 L fiﬁfﬁlml
w'z+b=-1 T
0 I,

3.3 XFEENIREE
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SCFRF IR ENUEE R BEA TR I SE 4 PR,

B 4 FFmENEE SupportVectorMachine(D)
WA WEHHEARSE D = {(z1,y1), (T2, 92), (T ym) -
1 WA ZH w A b
2: ML

minf||'w|\2
w,b 2

stoyi(wla; +b)>1, Vi=1,2,---,m.
3: FIAFFIsIMELEL (Sequential Minimal Optimization, SMO) kB FFEEZS AT RAE w F b
4: MR ENER f(2) =w z+b
Hith: SCRRAENUER f ().

RN 24 +
5. J[:I:ll_FEz% S.]lE'\éFl

PAE 4 Fhee i B 22 1SRRI & B IR R B RIVEBIAAL sk nl, B AR 3.1
B

*® 3.1 HEFIBEEIE

gk e ERE s P
Lk 3 ] B 7 S P S [
P A 14 T e
L i) WS T R Sl S AU
i Syl -
vl ‘ﬁ ,ﬂ*‘»—lt»
AHUVREIRSE b B R ﬁ;ﬁzﬁ ;Eﬁ%gi
AL 8 TR X R HERAR RS
S BHRGE e L L I HA A
B4 SRR B AR bR SR PR /N R AR
. AFREHRE SR T R
TR FRE KR
T S LRI R TR Sl h B KA 45 Uk

3.2.3 JEHEEY

Te 8B F S H AR R AR IC B ZR Bl v 22 ST s i N FE G5 . R aEiioe &R B
(clustering) FPE4E (dimensionality reduction) #2JC M 2% I N L BT 2%

BRSPS A AR IR AR 2 HE 2 ] — 2800, ASARLRIAEAS 7 BE 2UAS [F) 28580, — A0
BRAE—A I8 IR RS AR T — 2%, AT LR R L7 N8R 2 (hard clustering)
MERBE A (soft clustering). MERETWAE R MEARRGEE T — 0, MHREN ovF—4
FERFT 2. BIORFInE 3.4 s,
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&9
&

& 3.4 ERIERHG

B4« KU A v AORE AR DA e 248 2 () e e B (IR 4 s 6], AE I RE T, B AT REML IR/ o
MG R K . FEAERGIE 3.5 Frn.

A

& 3.5 PR

TR A L T B A S B

1. k MEEE

k P& (k-means) EiEZE—MRBELE. KEMAE D = {z), 20, , 2, } FIRIHEL
k, k BMEEER B2 EEE S B MR, FRERTREREER Y C = {C,Cy, -+ ,Cr} &
MBS T R 2

k
E=Y > lz—mwml

i=1 xeC;
LS o ik o, .
|Cl| zcC;
TIRE B OGRS, R A R B SRR B 1 = [, pas - -, ] FOAAR
Lﬁ%%’ Eﬂﬁﬁlj\]ﬁ‘ﬂ-‘*ﬁw\gﬁf%o ﬁlEIEé k i’ﬂfﬁﬁ?ﬁﬁ"]*ﬁ@%ﬁgo k i@{aﬁyzm%$?ﬁ$§ﬁnﬁ
% 5 P

He, oy =
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Bk 5 k ¥EE KMeans(D,k)

HIN: FEAEE D = {@1, 22, & }; RIHREL k.

1 BENLIERE k& DMRERENVIIRBME R R po, po, -+, e
2: while ¥/{E M ETIFEEEH do

3: %ﬂﬁéﬁ%c:{CLCQ,'“,Ck}:{®7@,--~,@}

4:  for HNIZFEAR x; € D do
5: TR o, SEMEAE p;(1<j<k) FER: dij = |l — py
6: ¥ @ WA B NIE S BT AR &E: A = argminjeqi0... k1 dsj
T KRR o BAXNRE: Cx, = Cx, U{x:}
8: end for
9: fori=1,2,--- ,k do
oo HEBBERR: = Y
|Ci‘ zeC;
11: if p;’ # p; then
12: o BHN p
13: else
14: TRFE py A
15: end if

16: end for
17: end while
Wd: KRS C ={C1,Ca, -+, Ck}.

2. XS FINEE

F 53 (Principal Component Analysis, PCA) L& —MfedE ik, X4 e il 4k
BHEE D = {x), 0, , &} BOEHLPMIFEACEIHAT THRENK (standardization):

i=1 i=1 i=1
BT ORI BEARHEAT A2 e, A5 Ay LRI R M AR BRORIOFEAS .l 518y
FERAN, TR AR AR 0 S — Ry B A RV, A E B E
AR R R AR H ,  SEIUEE AR . XA R o i FE R 0 B AR . BAR RPN IE] 3.6
B

BB A D3 AT s EALAL B, JF eI AL 3.6 HRIMEZ . 8, FEA
H 2y A 2y FoR, WL IERARHE, FEARH gy My, Fox. £,y ST R 5 K7
7, yo MR ZIRZ o L, oy BONEE— T80, T yo BHONEE —ERIr . 25 E R 70t
SAE e R AT, WRIESE y e RSN TREEERAE v L, P o Bl BB
RRFTRFEA, TSI 2 2 18] 3 — 4 2= (A A B . 32 o i A R BE AR AR an 53005 6
B

67



