
第3章 图像视频处理

图像和视频几乎遍布人类社会的每一个角落,成为我们生活中不可或缺的信息载体。
从社交媒体的视频传播与播放,到海洋勘探、遥感监测等国防与民生工程,图像和视频的处

理技术均有其广泛的应用和深远的影响。这些技术背后,是一系列复杂而精妙的算法,它
们不仅能够进行精细的数字图像操作,还能深入分析图像内容,从而提取关键信息,优化视

觉呈现,并满足多样化的任务需求。
本章将深入剖析图像与视频处理的基础知识、核心技术和应用场景。在3.1节中,我们

将探讨局部图像处理算子,例如形态学变换、线性滤波器、图像锐化与模糊、距离变换等算

子,这些算子专注于图像特定区域,用于去噪、边缘检测和形状识别。在3.2节中,我们将转

向全局图像处理算子,利用这些算子处理整个图像,实现缩放、旋转和色彩转换等操作。在

3.3节中,我们将介绍典型图像增广方法,这些方法在深度学习模型训练中至关重要,通过

增加数据多样性,提升模型的泛化能力。通过本章的学习,希望读者能够掌握图像与视频

处理的基本原理和技术,为深入研究和应用计算机视觉问题打下坚实的基础。

3.1 局部图像处理算子

首先了解局部图像处理算子。图像视频处理的一大重要内容在于对图像进行有针

对性的操作,以便能够更好地理解和改善图像的特定局部特征。局部图像处理算子是这

一领域中的关键工具,它们专注于对图像的局部区域进行操作,从而揭示出有关形状、结



构和边缘等方面的重要信息。局部图像处理算子即为利用给定像素周围像素的值决定

此像素的最终输出值,可用于图像变换、图像滤波和图像的锐化与模糊等视觉处理应用。
本节将重点介绍形态学变换、线性滤波器、图像模糊与锐化和距离变换四个局部图像处

理方法。

3.1.1 形态学变换

图像形态学是数学和计算机视觉领域的一个重要分支,它主要研究图像中的形状、结
构和空间关系等内容。图像形态学变换作为图像形态学领域的核心技术之一,能够对图像

进行形状和结构的操作(Wilson,2000),从而为图像分析、特征提取、目标识别等任务提供

了重要的工具和方法。图像形态学变换主要用于对二值图像的处理,属于非线性滤波算子

的一种。而二值图像往往出现在对原始图像进行阈值化操作之后,具体公式如下:
 

θ(f,t)=
1, f≥t
 
0, 其他 (3.1)

以光学字符识别应用为例,需要先将扫描的灰度图像首先转化为二值图像,然后做后续

处理。
形态学操作是一类依赖于特定形状模板的图像处理技术,这些模板被称为结构元素,

它们具有特定的形态和尺寸,用于识别图像中感兴趣的区域。这种操作的核心在于将结构

元素与图像像素逐一对比,根据对比结果调整像素值,以此改变图像的形态特征。
而结构元素可以是任何形状,既可以是简单的3×3方框滤波器也可以是很复杂的圆盘

结构,它甚至可以是要在图像中搜寻的一个特殊的形状。令整数c=f☉s表示当扫描整个

图像时,每个像素运算结果(处于结构元素内)中
 

1
 

的个数,整数s表示结构元素的大小(像
素的个数)。在二值形态学中,标准的操作包括以下几种。

1.
 

膨胀

形态学膨胀是一种图像处理技术,它通过使用结构元素来突出图像中的物体轮廓和边

缘。该过程涉及将结构元素与图像像素逐一对比,若结构元素内任一像素与图像对应像素

对齐,则保留该图像像素;否则,该像素会被消除。通过这种方式,膨胀操作能够有效地强

化图像中物体的轮廓和边缘,使其更加清晰可见。公式表达为

dilate(f,s)=θ(c,1) (3.2)

2.
 

腐蚀

腐蚀操作的原理是将结构元素与图像中的像素进行匹配,如果结构元素中的所有像素

都与图像中的像素匹配,则将该像素保留,否则将其删除。腐蚀操作可以用来去除图像中

的噪声和细节,使图像更加清晰。公式表达为

erode(f,s)=θ(c,S) (3.3)

3.
 

过半

过半操作的原理是将结构元素与图像中的像素进行匹配,如果结构元素中的半数像素
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与图像中的像素匹配,则将该像素保留,否则将其删除。过半操作可以用来去除图像中的

锐利部分,使图像更加平滑。公式表达为

maj(f,s)=θc,S2  (3.4)

4.
 

开运算

开运算是一种组合操作。开运算的原理是先进行腐蚀操作,再进行膨胀操作。开运算

可以用来去除图像中的噪声和细节,同时保留大的物体和边缘。公式表达为

open(f,s)=dilate(erode(f,s),s) (3.5)

5.
 

闭运算

闭运算是另一种组合操作。闭运算的原理是先进行膨胀操作,再进行腐蚀操作。闭运

算可以用来填充图像中的小孔和裂缝,同时保留大的物体和边缘。公式表达为

close(f,s)=erode(dilate(f,s),s) (3.6)

  图3.1展示了各个形态学变换运算的效果。可见,膨胀使物体扩张(变厚),而腐蚀使其

变收缩(变细)。开运算可以消除细小的物体,而闭运算可以填充物体中的小洞,二者皆不

会明显改变主要物体的大小与形状。

图3.1 各形态学变换运算的效果

在实际应用中,当需要用形态学变换处理阈值化图像时,有很多便利的变换运算工具。

关于形态学更加详细的介绍,可以参考其他的计算机视觉和图像处理的教材(Wilson,

2000),也可以参考有关这个主题的论文和书籍(Yuille,Vincent和Geiger,1992)。

3.1.2 线性滤波器

在介绍线性滤波器之前,先理解几个空间滤波图像处理的基本概念。“滤波”一词其

实借用于频域处理,我们将在下一节详细讲解频率域处理的相关知识。“滤波”是一种图

像处理技术,它涉及选择性地保留或抑制特定的频率成分。与基于频率的方法不同,空
间滤波器(也被称作空间掩膜、核、模板或窗口)可以直接应用于图像,实现多种图像处理

效果。

空间滤波器由一个局部区域(通常是一个小矩形区域)和对该区域中的图像像素执行

的既定操作构成。通过这一过程,生成一个新的像素,其位置与局部区域的中心对齐,而其

值则是滤波操作的结果。当滤波器的中心遍历输入图像的每个像素时,就形成了处理后的

图像。如果对图像像素执行的是线性操作,那么该滤波器被称为线性空间滤波器;如果不

是线性操作,则称为非线性空间滤波器。本节将主要讨论线性滤波器。
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图3.2所示为使用3×3邻域的线性空间滤波的机理。对于图像中的任意一点(x,y),
滤波器的响应g(x,y)是滤波器系数与由该滤波器包围的图像像素的乘积之和:

 

g(x,y)=w(-1,-1)f(x-1,y-1)+w(-1,0)f(x-1,y)+…+
w(0,0)f(x,y)+…+w(1,1)f(x+1,y+1) (3.7)

很明显,滤波器的中心系数w(0,0)对准位置(x,y)的像素。

图3.2 使用大小为3×3的滤波器模板的线性空间滤波的机理

一般地,对于一个大小为m×n 的模板,假设m=2a+1且n=2b+1,其中a,b为正整

数。在后续的讨论中,我们主要关注奇数尺寸的滤波器,其最小尺寸为3×3。一般来说,使
用大小为m×n 的滤波器对大小为M×N 的图像进行线性空间滤波,可由下式表示:

g(x,y)=∑
a

s= -a
∑
b

t= -b
w(s,t)f(x+s,y+t) (3.8)

式中,x 和y 是可变的,以便w 中的每个像素可访问f 中的每个像素。

在执行线性空间滤波时,必须清楚地理解两个相近的概念:
 

相关与卷积。相关是滤波

器模板移过图像并计算每个位置乘积之和的处理。卷积的机理相似,但滤波器首先要旋转

180°。以二维情形为例,相关和卷积操作机理见图3.3。

对于大小为m×n 的滤波器,在图像的顶部和底部至少填充m-1行0,在左侧和右侧

填充n-1列0,这是为了使w 中的每一个像素都可访问f 图像中的每一个像素。在图示

情况下,m 和n 都等于3,如图3.3(a)所示,因此用两行0填充图像的顶部和底部,用两列0
填充图像的左侧和右侧,如图3.3(b)所示。图3.3(c)所示显示了执行相关操作的滤波器模

板的初始位置,相关的第一个值是如图3.3(c)所示初始位置的f 和w 的乘积之和(乘积之

和为0),位移x 为0。为了得到相关的第二个值,把
 

w 向右移动一个像素位置(位移x=1)
并计算乘积之和(结果为0)。当位移x=6时,发现w 不能够再向右移动,此时把w 向下移

动一行并回到最左端,而后再向右移动计算乘积之和,并用乘积之和不断替代滤波器中心

位置对应的数值。由此可得到所有相关操作的结果,如图3.3(d)所示。图3.3(e)显示了裁

剪填充边缘后的相应结果。对于卷积,需要预先旋转模板180°,然后使用刚才描述的方法

对图像作滑动乘积求和操作。图3.3(g)显示了所有卷积操作的结果,图3.3(f)显示了裁剪
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后的卷积结果。

图3.3 相关和卷积操作机理示图

以公式形式总结一下前面的讨论。一个大小为m×n 的滤波器w(x,y)与一幅图像

f(x,y)进行相关操作,可表示为w(x,y)􀳱f(x,y),其计算公式可表达如下(如前所述):
 

w(x,y)􀳱f(x,y)=∑
a

s= -a
∑
b

t= -b
w(s,t)f(x+s,y+t) (3.9)

将式(3.9)对所有位移变量x 和y 求值,以便w 的所有元素访问f 的每一个像素,其中假

设f 已被适当地填充。根据前文描述,为表示方便,假设 m 和n 是奇数,同时定义a=
(m-1)/2,b=(n-1)/2。类似地,w(x,y)和f(x,y)的卷积表示为w(x,y)*f(x,y),
计算公式为

w(x,y)*f(x,y)=∑
a

s= -a
∑
b

t= -b
w(s,t)f(x-s,y-t) (3.10)

式中,等式右侧的减号表示对图像f 进行翻转操作(即旋转180°)。实际上,为简化运算

过程,翻转和移位w 而不是f,结果是一样的。与相关一样,将式(3.10)也对所有位移变

量x 和y 求值。因此,w 的每个元素访问f 中的每一个像素,同样也假设f 已被适当地

填充了。
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  使用相关或卷积来执行线性空间滤波是优先选择的方法,原因在于二者能够通过简单

的旋转与平移执行空间滤波功能。实际上,模板与图像的滤波计算通常用刚刚讨论的滑动

乘积求和处理,而不必过度区分相关与卷积之间的差异。另外,在其他图像处理文献中遇

到的卷积滤波器、卷积模板或卷积核这些术语,也无须过度在意,可将其理解为线性空间滤

波器即可。对于实现某种特定的图像处理效果,往往可以对应设计滤波器模板的权重数

值,在后续章节中,关于图像的锐化与模糊,皆是通过设计滤波器模板权重来实现的。

3.1.3 图像锐化与模糊

本节主要关注的是运用线性空间滤波器来实现对图像的锐化与模糊处理,锐化与模糊

的区别仅仅是滤波器的权重模式不同,前者需要微分滤波器,后者需要平滑滤波器。平滑

滤波器相对于微分滤波器更为简单直接。因而本节先介绍平滑滤波器,后介绍微分滤

波器。
平滑滤波器主要用于模糊处理和降低噪声。模糊处理常用于预处理任务中,例如在目

标提取之前去除图像中的一些琐碎细节,以及桥接直线或曲线的缝隙。平滑滤波器也可以

用于降低噪声,使图像更加真实高质。
平滑型线性空间滤波器的输出基于滤波器模板覆盖区域内像素值的算术平均,有时这

类滤波器也被称作均值滤波器。其核心思想是直接明了的,即用滤波器模板所覆盖区域的

像素平均亮度值来替换图像中对应像素的值,这样的处理有助于减少图像亮度的剧烈变

化。因此,这种滤波器常用于降低图像中的噪声。此外,通过消除与滤波器模板尺寸相比

较小的像素区域中的无关细节,这种处理还能实现图像的模糊效果。
图3.4显示了两个3×3平滑滤波器模板。第一个滤波器产生模板邻域内像素平均值,

可以注意到在单位滤波器处理之后,整个图像除以9。实际上,一个m×n模板应有等于1/mn
的归一化常数。这种所有系数都相等的空间均值滤波器有时也被称为盒状滤波器。

图3.4所示的第二个模板其实更为重要一些。该模板产生所谓的加权平均图像处理效

果,这一术语是指用不同的系数乘以像素,即一些像素的重要性(权重)比另一些像素的重

要性更大。在图3.4所示的第二个模板中,处于该模板中心位置的像素所乘的值比其他任

何像素所乘的值都要大,因此,在均值计算中为该像素提供更大的重要性。其他像素如同

是模板中心距离的函数那样赋以成反比的权重。由于对角项离中心比离正交方向相邻的

像素(参数为
 

2)更远,所以它的权重比与中心直接相邻的像素更小。赋予中心点最高权重,
然后随着距中心点距离的增加而减小系数值,这种加权策略的目的是在平滑处理中试图降

低模糊程度,也可以选择其他权重来达到相同的目的。

图3.4 平滑滤波器模板

一般地,一幅M×N 的图像经过一个大小为m×n(m 和n 是奇数)的加权均值滤波器

滤波的过程可由下式给出:
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g(x,y)=
∑
a

s= -a
∑
b

t= -b
w(s,t)f(x+s,y+t)

∑
a

s= -a
∑
b

t= -b
w(s,t)

(3.11)

  上式中的参数定义可见前文。可以这样理解这些参数,即一幅完全滤波的图像是通过

对x=0,1,2,…,M-1和y=0,1,2,…,N-1依次执行上式得到的。式(3.11)中的分母

简单地表示为模板的各系数之和,它是一个仅需计算一次的常数。
接下来将介绍图像锐化处理及其所需的微分滤波器。首先,锐化处理的主要目的在于

突出图像灰度的过渡部分。图像锐化的用途多种多样,应用范围从电子印刷、医学成像到

工业检测、军事系统的制导等。在之前讨论的内容中,图像模糊可以通过在空间域内对像

素邻域进行平均处理来实现。均值处理与积分过程相似,因此逻辑上可以推断出,锐化处

理可以通过空间微分来实现。实际上,本节将探讨如何通过数字微分来定义和实现锐化算

子的不同方法。基本上,微分算子的响应强度与图像在该算子作用点的突变程度成正比,
这意味着图像微分可以增强边缘和其他突变区域(例如噪声),同时减少灰度变化平缓区域

的影响。
以下将分别详细讨论基于一阶和二阶微分的锐化滤波器。
对于函数f(x),其一阶微分的基本定义是差值:

 

∂f
∂x=f(x+1)-f(x) (3.12)

  而二阶微分可定义为如下差分:
 

∂2f
∂x2

=f(x+1)+f(x-1)-2f(x) (3.13)

  可以证明,最简单的各向同性微分算子是拉普拉斯算子。一个二维图像函数f(x,y)
的拉普拉斯算子定义为

ጎ2f=
∂2f
∂x2

+
∂2f
∂y2

(3.14)

  为了以离散形式描述这一公式以便构建数字滤波器,在x 方向上有

∂2f
∂x2

=f(x+1,y)+f(x-1,y)-2f(x,y) (3.15)

  类似地,在y 方向上有

∂2f
∂y2

=f(x,y+1)+f(x,y-1)-2f(x,y) (3.16)

  所以,遵循这三个公式,两个变量的离散拉普拉斯算子是

ጎ2f(x,y)=f(x+1,y)+f(x-1,y)+f(x,y+1)+f(x,y-1)-4f(x,y)
(3.17)

  式(3.17)可以如图3.5所示的微分滤波器模板来实现,该图给出了以90°为增量进行

旋转的一个各向同性结果,实现机理与线性平滑滤波器一样。
拉普拉斯算子作为一种微分算子,其特点是突出图像中灰度的急剧变化,而对灰度渐

变区域的影响较小。这导致它能够将浅灰色的边缘和突变点在暗色背景中凸显出来。因
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此,为了恢复背景特征的同时保留拉普拉斯锐化的效果,一个简单的方法是将原始图像与

拉普拉斯处理后的图像进行叠加,以获得最终的锐化效果。所以使用拉普拉斯算子对图像

增强的基本方法可表示为下式:
 

g(x,y)=f(x,y)+c[ጎ2f(x,y)] (3.18)

  图3.6显示了对月球图像锐化处理的效果,左侧为月球北极稍微模糊的图像,右侧为对

其用图3.5所示微分滤波器模板微分锐化后得到的图像,可见突出边缘突变处的效果明显。

图3.5 微分滤波器模板
    

图3.6 月球图像锐化结果

3.1.4 距离变换

距离变换,也称为距离函数或者斜切算法,是一种基本的图像处理方法,可以用于二值

图像的配准(Huttenlocher,1993)、图像拼接和图像混合的羽化以及邻近点配准。其本质上

是距离概念的一个应用方式,因而需要先对距离进行定义。
距离概念在日常生活中并不陌生,而在数学上,一般性地,可将满足以下三个条件的函

数D 称作距离。
(1)

 

同一性:
 

D(p,q)≥0,当且仅当p=q,D(p,q)=0。
(2)

 

对称性:
 

D(p,q)=D(q,p)。
(3)

 

三角不等式:
 

D(p,r)≤D(p,q)+D(q,r)。
而对于数字图像,有多种距离函数计算方式,包括欧氏距离、城市街区距离(曼哈顿距

离)和棋盘距离等。以下以两坐标点a=(i,j)和b=(k,l)的距离为例,来说明各种经典距

离函数的计算方式。

1.
 

欧氏距离

即通常所说的距离,可定义为DE(a,b)= (i-k)2+(j-l)2。欧氏距离在事实上比

较直观,但是在实际使用的过程中,计算平方根往往比较消耗计算资源。

2.
 

城市街区距离

城市街区距离定义为在只允许横向和纵向运动的情况下,从起点到终点的移动步数。
可用公式表达为D4(a,b)=|i-k|+|j-l|。其中符号D4 中的4表示在这种定义下,像
素点皆为4邻接的,即每个点只与它的上、下、左、右相邻的4个点之间的距离为1。

3.
 

棋盘距离

在城市街区距离的定义基础上,如果允许横向、纵向和沿对角线方向移动,则可以定义

棋盘距离,公式表达为D8(a,b)=max{|i-k|,|j-l|}。类似地,符号D8 中的8表示在
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这种定义下,像素点皆为8邻接的,即每个点只与它的上、下、左、右和四个对角线方向相邻

的8个点之间的距离为1。
显然,以上几种经典的距离函数计算方式均满足距离的定义条件。
在理解距离概念和典型距离函数计算方式的基础上,可以进一步学习距离变换,它描

述的是在二值图像中像素点与像素点为0的区域块之间的距离。因而像素点为0的区域块

内像素点值为0,邻近区域块的值不为0的像素点有较小的值,离区域块越远则值越大。
图3.7所示为对二值图像的距离变换结果示例。

图3.7 对二值图像的距离变换结果

图3.8 距离变换算法掩膜

距离变换计算的具体实现可使用两遍扫描计算的光栅算

法(Fabbri,2008),可以快速预计算得到图像的距离变换结果。
扫描计算过程的核心是利用两个小的局部掩膜遍历图像。第

一遍利用图3.8所示掩膜1,左上角开始,从左往右,从上往

下。第二遍利用图3.8所示掩膜2,右下角开始,从右往左,从
下往上。

若按照城市街区距离函数对大小为 M×N 的图像作距离变换,具体算法过程可如下

所示。
(1)

 

建立一个大小为M×N 的数组F,作如下的初始化:
 

将值为0的区域块中的元素

设置为0,其余元素设置为无穷。
(2)

 

利用掩膜1,左上角开始,从左往右,从上往下遍历数组,将掩膜中P 点对应的元素

的值作如下更新:
 

F(P)= min
q∈mask1

{F(P),D(P,q)+F(q)} (3.19)

  (3)
 

利用掩膜2,右下角开始,从右往左,从下往上遍历数组,将掩膜中P 点对应的元素

的值作如下更新:
 

F(P)= min
q∈mask2

{F(P),D(P,q)+F(q)} (3.20)

  最终得到的更新后的数组即为距离变换的结果。
这个算法过程在图像边界需要做出调整,因为在边界处,掩膜不能全部覆盖图像,这时

可以将掩膜中没有对应元素的位置的值当作0来处理。
而对于欧氏距离变换的有效计算则较为复杂。此时,仅仅在两遍扫描时保持与边界距

离的最小标量值是不够的,而是应该使用正方形距离(斜边)规则,保留和比较由到边界的

距离x 和y 坐标组成的向量值,搜索区域亦需要扩大以得到合理的结果。此处不再介绍算
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法的更多细节。
符号距离变换是基本距离变换的一个有用的扩展,它计算了所有像素到边界像素的距

离(Lavallee,1995)。生成它的最简单方法是分别计算原始二值图像和它的补图的距离变

换,然后在结合之前将它们中的一个求负。因为这种距离场一般是平滑的,所以可以使用

定义在四叉树或八叉树数据结构上的样条来紧凑地存储它们(Frisken,2000)。这种预先计

算的符号距离变换在二维曲线和三维表面的有效配准和合并中非常有用(Curless,1996),
尤其是如果存储和插值矢量型的距离变换,即从每个像素或体素到最邻近的边界或表面元

素的指针。符号距离场也是水平集演化的必要组成部分,此时它们称为“特征函数”。

3.2 全局图像处理算子

在上一节的学习中,我们对局部图像处理算子有了初步的认识。现在,让我们深入探

讨全局图像处理算子,它们是专门设计来对整个图像进行统一处理的工具,以实现图像的

缩放、旋转、色彩转换等,从而提升图像的整体视觉效果。这些算子不关注图像的局部细

节,而是对整个图像执行一致的操作。
首先介绍傅里叶变换,这是一种强大的技术,可以将图像从空间域转换到频率域。在

图像去噪、特征提取等领域,傅里叶变换发挥着至关重要的作用。它能够将图像中的高频

信息(如边缘和纹理)与低频信息(如背景和整体色彩)区分,为图像的深入分析和处理提供

了可能。紧接着探讨图像插值方法,这是一套在图像放大或缩小时保持图像质量的技术,
包括最近邻插值、双线性插值和样条插值在内的多种插值方法,它们在解决图像分辨率问

题时扮演着核心角色。随后介绍图像几何变换,它包括图像的平移、旋转和缩放等操作。
这些变换在图像配准、目标跟踪等领域有着广泛的应用,能够模拟图像在现实世界中可能

发生的各种变化。然后讨论图像色彩空间变换,这是将图像从一个色彩空间转换到另一个

色彩空间的过程。不同的色彩空间各有其特点和优势,利用色彩空间的转换能够对图像的

颜色进行调整,以满足不同的视觉需求。最后介绍直方图均衡化,这是一种通过重新分配

图像的灰度级来提高图像对比度的方法。直方图均衡化可以使图像的直方图更加均衡,从
而显著提升图像的视觉效果。

3.2.1 傅里叶变换

傅里叶变换的历史可以追溯到18世纪,当时法国数学家约瑟夫·傅里叶(Joseph
 

Fourier)在他的著作《热的解析理论》中提出了这一概念。傅里叶观察到,任何周期函数都

可以表示为不同频率的正弦和余弦函数的和。这个观察结果后来被称为傅里叶级数。傅

里叶的工作在当时并没有受到广泛的认可,直到19世纪初,数学家和物理学家才开始认识

到傅里叶工作的重要性。

19世纪,傅里叶变换的概念被进一步发展和完善。例如,德国数学家格奥尔格·弗里

德里希·伯恩哈德·黎曼(Georg
 

Friedrich
 

Bernhard
 

Riemann)提出了黎曼积分,这使得傅

里叶变换的定义更加精确。同时,英国数学家詹姆斯·克拉克·麦克斯韦(James
 

Clerk
 

Maxwell)将傅里叶变换应用于电磁学,这标志着傅里叶变换在物理学中的应用的开始。

20世纪,随着电子计算机的发展,傅里叶变换的计算变得更加容易,这使得傅里叶变换
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在许多领域得到了广泛的应用,包括信号处理、图像处理、量子力学和统计学等。特别是在

信号处理和图像处理领域,傅里叶变换提供了一种有效的工具,可以将信号或图像从时间

域或空间域转换到频率域,从而实现对信号或图像的有效处理。
傅里叶分析可以用于分析不同滤波器的频率特征。想象一下,你正在听一首歌曲,这

首歌包含了各种不同的声音,如吉他、鼓声和人声等。傅里叶变换就像是一个魔术师,它可

以告诉你这首歌中包含了多少种不同频率的声音,每种声音的强度是多少。本节将阐述如

何通过傅里叶分析认识这些特征。有关傅里叶变换的全面介绍可以参考Bracewell(1989)
的论文。

傅里叶变换是一种线性积分变换,它可以将一个复杂的信号或函数分解成一系列简单

的正弦波和余弦波。这种分解可以帮助我们更好地理解和分析信号。其中,正变换公式为

F(ω)=∫
∞

-∞
f(t)e-jωtdt (3.21)

式中,j是虚数单位,满足j2=-1;
 

ω 是角频率;
 

t是时间。F(ω)表示函数f(t)在频率ω 处

的幅度。傅里叶变换的逆变换是将傅里叶变换的结果转换回原始函数。逆变换的公式为

f(t)=
1
2π∫

∞

-∞
F(ω)ejωtdω (3.22)

式中,f(t)是原始函数;
 

F(ω)是傅里叶变换的结果;
 

t是时间。
离散傅里叶变换(discrete

 

Fourier
 

transform,DFT)是傅里叶变换的一种特殊形式,用
于处理离散数据,如计算机中的数字图片或音频文件。DFT将一组离散的时间序列数据转

换为一组离散的频率域数据。DFT的定义如下:
 

X(k)=∑
N-1

n=0
x(n)e-

j2πkn
N (3.23)

式中,x(n)是原始的时间序列数据;
 

X(k)是频率域数据;
 

N 是数据的点数;
 

k 是频率索

引。DFT的一个重要性质是其对称性,即X(k)=X(N-1-k)。利用这个性质可以只计

算一半的DFT值,利用对称性得到另一半的值,从而大大降低计算量。
快速傅里叶变换(fast

 

Fourier
 

transform,FFT)是一种高效计算DFT的方法,由库利

和图基于1965年提出,广泛应用于信号处理、图像处理和通信等领域。考虑到FFT相对较

为复杂,此处不再阐述算法的细节,推荐感兴趣的读者参考Bracewell(1989)的论文。想象

一下,你需要将一本厚厚的书一页一页地翻完,这是一件非常耗时的事情。但是,如果你知

道书的目录,你就可以直接跳到你想要的那一页,这样就会快很多。FFT就像是这本书的

目录,它可以让你更快地找到你想要的信息。其基本思想是将DFT分解为多个较小的

DFT,然后递归地计算这些较小的DFT(通常被称为蝶形运算),它使原始的复杂度O(n2)
降低到O(nlogn)。

傅里叶变换具有许多重要的性质,常见性质见表3.1。几项性质的详细描述如下。

表3.1 傅里叶变换的常见性质

性  质 时  域 频  域

线性性 f1(x)+f2(x) F1(ω)+F2(ω)

位移性 f(x-x0) F(ω)e
-jω0
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续表

性  质 时  域 频  域

时域反向 f(-x) F*(ω)

时域卷积 f(x)*h(x) F(ω)H(ω)

时域相关 f(x)􀱋h(x) F(ω)H*(ω)

时域乘法 f(x)h(x) F(ω)*H(ω)

时域微分 f'(x) jωF(ω)

尺度变换 f(ax) F ω
a  a

帕塞瓦尔定理 Σx[f(x)]
2=Σω[F(ω)]

2

1.
 

线性性

傅里叶变换保持了线性,如果一个函数是另外两个函数的线性组合,那么它的傅里叶

变换也是这两个函数傅里叶变换的线性组合。

2.
 

位移性

如果将时域的函数向右平移了t0,那么在频域上,相应的函数也会有一个相位的变化。

3.
 

时域卷积定理

傅里叶变换的时域卷积定理意味着,如果有两个函数的傅里叶变换,那么这两个函数

在时域上的卷积可以通过这两个函数的傅里叶变换相乘得到。

4.
 

频域卷积定理

类似时域卷积定理,如果有两个函数的傅里叶变换,那么这两个函数在频域上的卷积

可以通过这两个函数的傅里叶变换相乘得到。

5.
 

时域微分

傅里叶变换的时域微分性质提供了一种简单快捷的计算函数微分的方法。一个函数

导数的傅里叶变换可以通过该函数傅里叶变换乘以jω 得到。

6.
 

帕塞瓦尔定理

傅里叶变换的帕塞瓦尔定理意味着,如果有一个函数的傅里叶变换,那么这个函数在

时域上的能量可以通过这个函数的傅里叶变换的平方积分得到。
傅里叶变换的主要性质在信号处理、图像处理、通信等领域有广泛的应用。这些性质

使得傅里叶变换成为一种强大的工具,可以用于分析和处理各种复杂的问题。
为了方便在学习和科研中对常见函数进行傅里叶变换,重点关注一些常用函数的傅里

叶变换对,如表3.2所示。
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表3.2 常见的傅里叶变换对

时  域 频  域

1 2π·δ(ω)

δ(t)
1
2π

ejat 2π·δ(ω-a)

cos(at) 2π
δ(ω-a)+δ(ω+a)

2

sin(at) 2π
δ(ω-a)-δ(ω+a)

2

tn jn 2πδ(n)(ω)

1
t -j

π
2sgn

(ω)

1
tn -j

π
2
(-jω)n-1
(n-1)! sgn

(ω)

sgn(t) 2
π
1
jω

u(t) π
2

1
jπω+δ

(ω)  
对于二维函数,可以将一维信号及其变换中的公式和观点直接扩展到二维函数中。如

果f(x,y)是一个定义在R2 上的适当光滑的函数,那么它的二维傅里叶变换F(u,v)定
义为

F(u,v)=∫
∞

-∞∫
∞

-∞
f(x,y)e-j(ux+vy)dxdy (3.24)

式中,u 和v 是频域中的变量,分别对应于空域中的x 和y。这个公式表示的是二维傅里叶

正变换,也就是将空域中的函数f(x,y)转换到频域中的函数F(u,v)。二维傅里叶逆变换

的公式可以表示为

f(x,y)=∫
∞

-∞∫
∞

-∞
F(u,v)ej(ux+vy)dudv (3.25)

  在实际应用中,由于计算机处理的是数字信号,因此通常使用的是离散形式的二维傅

里叶变换。离散形式的二维傅里叶变换公式为

F(u,v)=
1

MN∑
M-1

x=1
∑
N-1

y=0
f(x,y)e-j2π

ux+vy
MN (3.26)

式中,M 和N 分别是图像的宽度和高度。

3.2.2 图像插值方法

图像插值是一种在图像处理中常用的技术,主要用于在保持图像质量的同时,改变图

像的大小或者分辨率。要将一幅图像插值到较高分辨率,需要选择一些插值核函数来卷积

图像:
 

g(i,j)=∑
k,l

f(k,l)h(i-τk,j-τl) (3.27)
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式中,τ表示上采样率。
图像插值的方法有很多种,根据选择的插值函数类型,常见的有最近邻插值、双线性插

值、样条插值等。

1.
 

最近邻插值

最近邻插值是最简单的插值方法,它直接取最接近的像素值作为插值结果。对于图像

中的一个点(x,y),其最近的像素点的坐标为(x~,y~),那么该点的像素值就是对应最近像素

点处的像素值。这种方法计算速度快,但是插值结果可能会有明显的锯齿现象,如图3.9
所示。

2.
 

双线性插值

双线性插值是一种基于像素的插值方法,它首先在水平方向和垂直方向上进行线性插

值,然后再将两个方向的插值结果进行线性插值。对于图像中的一个点(x,y),它最近的四

个像素点的坐标分别为

Q11:(x1,y1);
 

Q12:(x1,y2);
 

Q21:(x2,y1);
 

Q22:(x2,y2) (3.28)
首先沿着x 轴方向进行线性插值:

 

f(x,y1)=
x2-x
x2-x1

f(Q11)+
x-x1
x2-x1

f(Q21) (3.29)

f(x,y2)=
x2-x
x2-x1

f(Q12)+
x-x1
x2-x1

f(Q22) (3.30)

然后再沿着y 轴方向进行线性插值:
 

f(x,y)=
y2-y
y2-y1

f(x,y1)+
y-y1
y2-y1

f(x,y2) (3.31)

这种方法的计算速度较快,插值效果也比最近邻插值好,但是可能会出现轻微的模糊现象,
如图3.10所示。

图3.9 最近邻插值示意图
  

图3.10 双线性插值示意图

3.
 

样条插值

样条插值是使用一种名为样条的特殊分段多项式进行插值的形式。由于样条插值可

以使用低阶多项式样条实现较小的插值误差,这样就避免了使用高阶多项式所出现的龙格

现象,所以样条插值应用较广泛。这种方法的计算较为复杂,但是插值效果非常好,可以有

35

第3章 图像视频处理



效地减少模糊现象和锯齿现象,本书不对其细节进行详细展开,推荐读者参考教材(李庆

扬,2001)。
在实际的图像处理中,需要根据具体的应用场景和需求来选择合适的插值方法。例

如,如果需要在短时间内处理大量的图像,那么可能会选择计算速度快的最近邻插值或双

线性插值;
 

而如果对图像的质量要求很高,那么可能会选择插值效果好的双三次插值或样

条插值。总体来说,图像插值是一种非常重要的图像处理技术,它在图像的大小调整、分辨

率改变、图像缩放等方面都有着广泛的应用。随着计算机技术的发展,图像插值算法也在

不断发展和改进,以提供更高质量的插值结果。

3.2.3 图像几何变换

图像几何变换是指在图像上进行的某种几何变形的操作,包括平移、旋转、缩放、仿射

变换和透视变换等。这些变换通常可以用一个矩阵和一个偏移量来表示,其中,矩阵描述

了变换的性质,偏移量描述了变换的位置。这种表示方法通过矩阵运算来快速地实现各种

几何变换,同时也便于用户理解和控制变换的效果。

1.
 

图像平移

图像平移是指将图像沿着一定的方向移动一定的距离。设原图像为f(x,y),平移后

的图像为g(x,y),平移向量为(tx,ty),则平移变换可以表示为

g(x,y)=f(x-tx,y-ty) (3.32)
式(3.32)表明,对于原图像中的任意一点(x,y),它在平移后的图像中的对应点为(x-tx,

y-ty)。因此,平移变换实际上是将图像中的所有点都按照同一方向移动相同的距离。

2.
 

图像旋转

图像旋转是指将图像绕着一个点旋转一定的角度。设原图像为f(x,y),旋转后的图

像为g(x,y),旋转中心为(cx,cy),旋转角度为θ,则旋转变换可以表示为

g(x,y)=f(x',y') (3.33)

x'=(x-cx)cosθ-(y-cy)sinθ

y'=(x-cx)sinθ+(y-cy)cosθ

3.
 

图像缩放

图像缩放是指改变图像的大小,可以是放大也可以是缩小。设原图像为f(x,y),缩放

后的图像为g(x,y),缩放因子为s,则缩放变换可以表示为

g(x,y)=f(sx,sy) (3.34)

4.
 

图像仿射变换

图像仿射变换是一种更复杂的变换,它可以同时进行平移、旋转和缩放。设原图像为

f(x,y),仿射变换后的图像为g(x,y),变换矩阵为A,偏移量为t,则仿射变换可以表示为

g(x,y)=f(A[xy]+t) (3.35)
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5.
 

图像透视变换

图像透视变换是一种模拟人眼观察物体的变换,它可以改变图像的深度感。设变换矩

阵为P,则透视变换可以表示为

g(x,y)=f(P xy  ) (3.36)

  图像几何变换在图像处理中有广泛的应用,如图像配准、图像拼接、物体检测等。在图

像配准中,需要找到两幅图像之间的几何变换关系,以便将一幅图像的信息映射到另一幅

图像上。这可以通过比较两幅图像中的特征点来完成,然后利用这些特征点计算出变换矩

阵和偏移量,一旦得到了这些参数,就可以通过上述公式对图像进行变换,从而实现图像配

准。常见的傅里叶变换对见表3.3。

表3.3 常见的傅里叶变换对

变  换 矩  阵 示 意 图

图像平移 [I|t]2×3

图像旋转 [R|1]2×3

图像缩放 [sI|1]2×3

图像仿射变换 [A]2×3

图像透视变换 [H
~]2×3

3.2.4 图像色彩空间变换

在计算机图形学和图像处理中,色彩空间是用来表示颜色的一种方式。不同的色彩空

间有不同的特点和应用领域。不同色彩空间的比较见图3.11。

1.
  

RGB色彩空间

RGB色彩空间是最常用的色彩空间,它基于人眼对红、绿、蓝三种颜色的感知。在

RGB色彩空间中,每一种颜色都可以通过红、绿、蓝三个分量的组合来表示。RGB色彩空

间主要用于显示器和其他自发光设备。

2.
  

CMYK色彩空间

CMYK色彩空间常用于印刷行业,它基于青色、洋红色、黄色和黑色的墨水。在

CMYK色彩空间中,每一种颜色都可以通过青色、洋红色、黄色和黑色四个分量的组合来表

示。CMYK色彩空间主要用于印刷和其他反射光设备。

3.
  

HSV色彩空间

HSV色彩空间是基于人类视觉感知的色彩空间,它由色相、饱和度和亮度三个分量组
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图3.11 不同色彩空间的比较

成。色相表示颜色的种类,饱和度表示颜色的纯度,亮度表示颜色的明暗程度。HSV色彩

空间常用于图像编辑和其他需要直观调整颜色的地方。

4.
  

YUV色彩空间

YUV色彩空间常用于视频压缩和编码,它分离了亮度信号和色度信号。在YUV色彩

空间中,Y表示亮度,U和V表示色度。YUV色彩空间可以充分利用人眼对亮度的敏感度

高于对色度的特性,实现有效的压缩。
色彩空间转换是将一种色彩空间的值转换为另一种色彩空间的值的过程。这个过程

可以通过一组线性或非线性的方程来实现。本节主要讲解常见的色彩空间RGB和 HSV
之间的转换。

HSV空间与RGB空间的关系见图3.12。

图3.12 HSV空间与RGB空间的关系
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RGB到HSV的转换首先需要确定颜色的最大值(V),然后计算饱和度(S),最后确定

色相(H)。最大值(V)是RGB三个值中的最大值,它代表了颜色的明度。饱和度(S)是最

大值和最小值之差与最大值的比值。如果最大值为0,那么饱和度也为0,因为在这种情况

下,颜色是灰色的,没有饱和度。色相(H)的计算稍微复杂一些。首先,需要确定RGB三

个值中最大值和最小值的位置。然后,可以根据这两个值的位置和它们的差值来计算色

相。具体转换流程如下:
 

R'=
R
255
, G'=

G
255
, B'=

B
255

Cmax=max(R',G',B')

Cmin=min(R',G',B')

Δ=Cmax-Cmin

H =

0, Δ=0

60°×
G'-B'

Δ +0  , Cmax=R'

60°×
B'-R'

Δ +2  , Cmax=G'

60°×
R'-G'

Δ +4  , Cmax=B'

􀮠

􀮢

􀮡

􀪁
􀪁
􀪁
􀪁􀪁
􀪁
􀪁
􀪁
􀪁􀪁

(3.37)

S=
0, Cmax=0

Δ
Cmax

, Cmax≠0

􀮠

􀮢
􀮡

􀪁􀪁
􀪁􀪁 (3.38)

V=Cmax (3.39)
式中,R、G、B 分别表示红、绿、蓝的值;

 

H、S、V 分别表示 HSV色彩空间中的色相、饱和度

和明度。假设有RGB值为(255,0,0)的红色,可以按照上述公式进行转换:
 

H =60°×
(0-0)
255-0+0  =0° (3.40)

V=max(1,0,0)=1 (3.41)

S=
1-0
1-0=1 (3.42)

所以,(255,0,0)的红色在HSV色彩空间中表示为(0,1,1)。
色彩空间的转换在许多领域都有应用,如图像编辑、图像压缩、打印输出等。

1)
 

图像编辑

在图像编辑软件中,经常需要将图像从一种色彩空间转换到另一种色彩空间,以便进

行颜色选取、调整等操作。例如,用户可能需要将图像从RGB色彩空间转换到 HSV色彩

空间,以便直观地调整颜色的饱和度和亮度。

2)
 

图像压缩

在图像和视频压缩中,经常需要将图像从RGB色彩空间转换到YUV色彩空间,以利

用人眼对亮度的敏感度高于对色度的特性,实现有效的压缩。这种转换可以减少图像的数

据量,从而降低存储和传输的成本。
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3)
 

打印输出

在打印输出时,需要将图像从RGB色彩空间转换到CMYK色彩空间,以便印刷设备

识别和处理。这种转换可以确保图像的颜色在打印出来后与屏幕上显示的一致。

3.2.5 直方图均衡化

直方图均衡化是图像处理领域常用的一种技术,用于提升图像显示质量。它通过调节

图像亮度和增益参数来自动找到最佳视觉效果。具体而言,直方图均衡化包含两种主要方

式:
 

一是将图像最亮和最暗的像素值分别映射至纯白和纯黑;
 

二是找出图像像素值的均值

作为中等灰度值,并拓展其范围以充分使用可显示的动态范围。
为了深入理解这些方法的成效,可以通过绘制各颜色通道及亮度值的直方图来形象化

表示图像的亮度值集合。直方图作为一种统计工具,能直观展现数据分布。在图像处理

中,直方图主要用于揭示像素值的分布情况,从而提供诸如最大值、最小值和平均亮度值等

有用信息。然而,某些图像的直方图会存在问题,比如黑色和白色像素过多,而中间范围的

像素较少。为解决这一问题,可以尝试将较暗的像素调亮,同时把较亮的像素调暗,以充分

利用整个可用动态范围。实现这一目标的关键在于找到一个合适的映射函数。
直方图均衡化为此问题提供了有效解决方案。它的核心思想是找到一个映射函数

f(I),使映射后的直方图尽可能均匀。这类似于从概率密度分布函数生成随机样本的过

程,首先需要通过h(I)的分布计算原图像素值的累积分布函数c(I)如下:
 

c(I)=
1
N∑

I

i=0
h(i)=c(I-1)+

1
Nh(I) (3.43)

式中,N 是图像中像素的个数。实际操作中,当处理8位像素值时,像素值的取值范围通常

是0~255。经过直方图均衡化后,可以看到转换后的直方图变得更均匀。虽然这种均匀感

可能让人感觉缺乏对比度,但实际上并非如此。为了解决这个问题,可以采用局部补偿方

法来改善结果,例如使用映射函数:
 

f(I)=αc(I)+(1-α)I (3.44)
这个函数是累积分布函数和等变换的线性组合。直方图均衡化效果见图3.13。

图3.13 直方图均衡化效果

另外,对于某些图像,局部自适应直方图均衡化(local
 

area
 

histogram
 

equalization,

LAHE)可能效果更佳。该方法将图像分成多个子区域,并对每个子区域单独进行直方图均

衡化。这样能更好地适应图像中不同区域的亮度变化。然而,这可能导致图像中出现人工

区块效应,即块边界处亮度不连续。为解决这一问题,可以使用移动窗口方法,对以每个像

素为中心的M×M 大小的块重新计算直方图。尽管这种方法计算量大(每个像素需进行

M2 次运算),但能有效消除区块效应。
最后,一种更有效的改进方法是先对图像进行分块直方图均衡化,然后对各块间的转

换函数进行平滑插值。这种方法称为“自适应直方图均衡化”(adaptive
 

histogram
 

equalization,
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AHE)。对比度罗限AHE(contrast
 

limited
 

AHE,CLAHE)在此基础上进一步限制对比度

(限制增益),通过在各块的角点设置查找表,可以更高效地计算每个像素的结果。

3.3 典型图像增广方法

在机器学习和深度学习的研究领域,训练数据的规模与模型的函数空间大小构成了一

对紧密相连的概念。数据规模需要和模型空间匹配,过少的数据往往会导致严重的模型过

拟合问题。为了将人类的认知知识融入深度学习模型之中,研究者们设计了多种知识编码

策略。图像增广技术便是其中一种,它通过在训练图像上应用各种变换来生成新的样本,
有效扩展了训练数据集,有助于防止模型的过拟合现象。以含有“小猫”的图片为例,无论

图片如何旋转,人类都能准确识别出其内容。因此,通过随机旋转图片来创建不同角度的

副本,以此来扩充训练集,我们期望深度学习模型能够在这些扩充的数据中学习到与人类

视觉认知相一致的模式。
本节将专注于探讨图像增广的各种方法,包括随机仿射变换、随机明度/色相/饱和度

变换、随机裁剪与拼接等。随机仿射变换模拟了相机拍摄时角度和距离的变化,通过对图

像进行随机缩放、旋转和平移,生成新的训练样本,从而增强模型的鲁棒性。随机明度/色

相/饱和度变换则模拟了光照条件的变化,通过调整图像的明度来生成新的样本,提升模型

对不同光照环境的适应力。而随机裁剪与拼接则通过模拟图像的局部特征,通过对图像进

行裁剪和拼接生成新的样本,以提高模型对图像细节的识别能力。
每种图像增广技术都有其独特的优势,可以根据具体的应用场景和需求来选择最合适

的方法。接下来,将深入讨论这些图像增广技术的原理及其实现方式,以帮助读者更全面

地理解并应用这些技术。

3.3.1 随机仿射变换

针对可学习的计算机视觉模型(例如线性分类器、神经网络等),需通过融入人工知识

的方法来扩展其训练数据集,并引入人类对自然图像中不变性的理解。早期引入的一种图

像增强技术是随机仿射变换。随机仿射变换的思想最早可以追溯到20世纪60年代,当时

的研究者发现,人类的视觉系统能够适应图像的各种变化,如旋转、缩放和平移等,而不会

影响到对图像的理解。这一发现启发了后来的研究者,他们开始尝试将这些不变性引入计

算机视觉系统中,以提高模型的性能。通过模拟图像的各种变化,使得模型能够在训练过

程中学习到这些不变性,从而提高它在实际应用中的性能。随机仿射变换是一种图像增强

技术,主要用于模仿相机拍摄角度和距离的变化,该技术包含随机缩放、随机旋转和随机平

移等多种操作,如图3.14所示。
随机缩放指的是随机调整图像尺寸。实现方式是在原有图像宽度和高度的基础上,随

机选取一个比例因子进行放大或缩小。这个比例因子可以表示为

s=1+rand(-τ,τ) (3.45)
式中,rand(-τ,τ)表示生成一个在[-τ,τ]内的随机数。这种方法可以有效地模拟图像在

不同距离下的缩放效果,使得模型能够学习图像在不同尺度下的特征。
随机旋转则是随机改变图像的角度。具体做法是随机选择一个角度,以图像中心为轴
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图3.14 随机仿射变换效果

心进行旋转。这个角度可以表示为

θ=rand(-ρ,ρ) (3.46)
式中,rand(-ρ,ρ)表示生成一个在 -ρ,ρ  范围内的随机数。这种方法可以有效地模拟图

像在不同角度下的旋转效果,使得模型能够学习图像在不同方向下的特征。
随机平移则涉及随机调整图像的位置。通过随机选择水平方向和垂直方向上的偏移

量,移动图像中的像素点。这个偏移量可以表示为

(dx,dy)=(rand(-t,t),rand(-t,t)) (3.47)
其中,这种方法可以有效地模拟图像在不同位置下的平移效果,使得模型能够学习图像在

不同位置下的特征。
随机仿射变换广泛应用于图像分类和目标检测等领域。在图像分类任务中,随机仿

射变换能增加图像种类,避免模型过拟合,从而提升模型的泛化能力。而在目标检测任

务中,随机仿射变换能够模拟目标物体的各种姿态和位置变化,有助于提高模型的检测

准确度。
随机仿射变换效果的评估可通过对比使用与未使用该技术的模型性能来进行。例如,

可以计算模型在验证集上的准确率,或者使用交叉验证等方法进行评估。此外,还可以通

过观察模型在测试集上的表现,以及模型在未知数据上的推广能力,来评估随机仿射变换

的效果。
尽管随机仿射变换具有诸多优势,如增加图像多样性、预防模型过拟合和提升模型泛

化能力,但它也存在一些不足之处。例如,过度应用随机仿射变换可能会改变图像的语义

信息,进而影响模型的性能表现。因此,需要在训练过程中找到一个平衡点,使得模型既能

学习丰富的特征,又能保持良好的性能。
然而,随机仿射变换的发展并非一帆风顺。在早期的研究中,由于计算资源的限制,随

机仿射变换的应用受到了很大的限制。但随着计算机硬件的发展和深度学习技术的兴起,
随机仿射变换开始在计算机视觉领域得到广泛的应用。特别是在深度学习中,随机仿射变

换已经成为一种标准的数据增强技术,被广泛应用于各种计算机视觉任务中。

3.3.2 随机明度/色相/饱和度变换

随机明度/色相/饱和度变换是一种图像增广技术,主要用于模拟光照条件的变化。这

种变换包括随机明度调整、随机色相调整和随机饱和度调整等操作,如图3.15所示。这些

操作可以有效地模拟不同光照条件下的图像变化,使模型能够学习在各种光照条件下识别

物体的能力。在实际操作过程中,一般需要先将RGB空间的图像变换到 HSV空间(参考
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3.2.4节中介绍的色彩空间转换算法)。

图3.15 随机明度/色相/饱和度变换效果

随机明度调整是指随机地改变图像的明暗程度。可以通过随机选择一个明度值,然后

加到图像的每个像素上或从图像的每个像素中减去来实现。这种方法可以模拟不同光照

强度下的图像变化,使模型能够学习在不同光照强度下识别物体的能力。数学上,可以表

示为

L'=L+η(H -L) (3.48)
式中,L 是原始图像的明度值;

 

L'是变换后的明度值;
 

η是随机选择的明度调整因子;
 

H 是

最大明度值。
随机色相调整是指随机地改变图像的色相。可以通过随机选择一个色相因子,然后乘

以图像的每个像素来实现。这种方法可以模拟不同色相下的图像变化,使模型能够学习在

不同色相下识别物体的能力。数学上,可以表示为

C'=αC (3.49)
式中,C 是原始图像的色相值;

 

C'是变换后的色相值;
 

α是随机选择的色相因子。
随机饱和度调整是指随机地改变图像的饱和度。可以通过随机选择一个饱和度因子,

然后乘以图像的每个像素的颜色分量来实现。这种方法可以模拟不同饱和度下的图像变

化,使模型能够学习在不同饱和度下识别物体的能力。数学上,可以表示为

S'=βS (3.50)
式中,S 是原始图像的饱和度值;

 

S'是变换后的饱和度值;
 

β 是随机选择的饱和度调整

因子。
随机明度/色相/饱和度变换在图像分类和目标检测等任务中有广泛的应用。在这些

任务中,随机明度/色相/饱和度变换可以增加图像的多样性,防止模型过拟合,提高模型的

泛化能力。例如,在图像分类任务中,可以使模型学习到在各种光照条件下识别物体的

能力,从而提高模型在未知光照条件下的分类准确性。在目标检测任务中,可以使模型

学习到在各种光照条件下识别物体的能力,从而提高模型在未知光照条件下的检测准

确性。
然而,随机明度/色相/饱和度变换可能会改变图像的语义信息,导致模型的性能下降。

例如,如果将一张明亮的图片变为一张昏暗的图片,那么模型可能会无法识别出图片中的

物体。为了解决这些问题,研究人员提出了一些改进的随机明度/色相/饱和度变换方法。
例如,有些方法只对图像的一部分区域进行随机明度/色相/饱和度变换,而不是对整个图

像进行变换,这样可以保留更多的语义信息。有些方法使用更复杂的模型来模拟光照条件

的变化,如基于物理的光照模型,这样可以更准确地模拟真实世界的光照条件。
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3.3.3 随机裁剪与拼接

随机裁剪与拼接是一种图像增广技术,主要用于模拟不同的观察角度和场景。这种技

术在近年来得到了广泛的关注和应用。
随机裁剪是指随机地在图像上选择一部分进行裁剪。可以通过随机选择裁剪的位置

和大小来实现。这种方法可以模拟不同的观察角度和场景,使模型能够学习到在不同的观

察角度和场景下识别物体的能力。数学上,可以表示为

I'=I(x1,y1,x2,y2) (3.51)
式中,I是原始图像;

 

I'是裁剪后的图像;
 

(x1,y1)是裁剪的左上角坐标,(x2,y2)是裁剪的

右下角坐标,具体操作效果如图3.16所示。

图3.16 随机裁剪效果

随机裁剪在图像分类和目标检测等任务中有广泛的应用。在这些任务中,随机裁剪可

以增加图像的多样性,防止模型过拟合,提高模型的泛化能力,从而提高模型在未知观察角

度和场景下的准确性。
然而仅对图像内部像素进行裁剪只能关联图片内部像素之间的关系,为了进一步考虑

图像间像素的关联性,研究人员提出了一些随机拼接方法。近年来,Mixup(Zhang
 

H,

2017)和CutMix(Yun
 

S,2019)等技术被提出,进一步提高了图像增广的效果。Mixup通过

线性插值的方式,将两个图像及其标签进行混合,生成新的图像和标签。这种方法可以平

滑模型的决策边界,防止过拟合,提高模型的泛化能力。CutMix则是在 Mixup的基础上,
通过裁剪和粘贴的方式,将两个图像的部分区域进行混合,生成新的图像和标签。这种方

法可以保留更多的图像特征,提高模型的性能。随机拼接效果见图3.17。

图3.17 随机拼接效果
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思考题

  1.
 

二维离散傅里叶变换是数字信号处理中分析图像频率特性的重要工具。请证明

二维离散傅里叶变换的时域卷积定理。

2.
 

直方图均衡化是一种用于改善数字图像对比度的技术。已知某幅数字图像已经

通过直方图均衡化技术进行了增强,请证明再使用一次直方图均衡化时图像不变。
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